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ABSTRACT The connectivity restoration has significance for Industrial IoTs (IIoTs). If the connectivity
is compromised, mobile data collectors can be deployed to restore the connectivity. The aggregation ratio,
which is the proportion of data successfully delivered to the sink over all data, is considered as a crucial index.
However, previous works only consider the travel distance, the load balance, the latency and the energy cost
over the aggregation ratio. In this paper, a machine learning based connectivity restoration strategy CRrbf,
that utilizes a Radial Basis Function Neural Network (RBFNN) along with an Unscented Kalman Filter
(UKF), is proposed to maximize the aggregation ratio meanwhile reduce the energy cost. The theoretical
analysis and simulation results indicate that CRrbf outperforms both distance based strategies and terrain
based strategies in the aggregation ratio, the network latency and the network throughput. And the energy
cost of CRrbf is less than that of distance based strategies.

INDEX TERMS IIoTs, connectivity restoration, machine learning.

I. INTRODUCTION
Services provided by an Industrial Internet of Things (IIoTs)
rely on connectivity which enables inter-connect smart
objects to exchange data and achieve individual and/or net-
work objectives. And connectivity technologies have the
potential of driving the next industrial revolution [1]. That
suggests the significance of connectivity [2]–[6]. Be spe-
cific, smart devices of IIoTs link to access points through
wireless personal area networks [7] and eventually connect
to wide area networks [8]. However, the connection could
be compromised by nature disasters [9], [10] or human
sabotages [11], [12] that results in connectivity loss. Then,
one should deploy relay devices, i.e., Mobile Data Collec-
tors (MDCs), for connectivity restoration.

The associate editor coordinating the review of this manuscript and

approving it for publication was Jiong Jin .

Connectivity restoration strategies were initially designed
for wireless networks, among which MDCs are employed
to provide intermittent connection among components. The
ratio of successful data transmissions from sensors to the base
station is called the aggregation ratio, by which Liu et al. [13]
characterize the data deliverability of greedy routing. Such
ratio deemed as a crucial index due to the fact that the
connectivity is restored to guarantee the data aggregation.
Although MDCs enable to collect data from an entire com-
ponent, the number of which are insufficient. That suggests
each MDC should recursively collect data over a certain
area. However, the MDC tour design is NP-hard as the Trav-
eling Salesman Problem (TSP). There exist a number of
Distance Based Strategies (DBS) [14]–[21] that aim to find
the shortest travel distance to serve specific purposes over
the aggregation ratio. On the other hand, terrains of realistic
environments (e.g., mountain, river, forest, swamp, etc.) make
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TABLE 1. Comparison of contemporary heuristic algorithms.

difficulties to data collection that results in more energy cost.
To restore the connectivity in realistic environments, plenty of
works [22]–[28], called Terrain Based Strategies (TBS), are
proposed to diminish terrain influences for energy saving.
Our Contribution: In this paper, we propose a machine

learning based strategy CRrbf that deploys a limited number
of MDCs to restore the connectivity. In general, CRrbf con-
sists of the UKF-RBFNN based Data Collection Rate (DCR)
prediction and the corresponding greedy grouping. The
details of our contributions are listed as follows. And we
give the comparison of contemporary heuristic algorithms
in Table 1 in terms of aggregation ratio and complexity, where

α =
Bufsicv

2rminelevmin(1+θ )
DCRsiE

∗ < 1, c is the energy factor propor-
tional to the travelling speed v, E∗ is the optimal energy cost,
rmin and elevmin represent the minimal risk and the minimal
elevation of the entire deployment area, respectively.

1) To restore the connectivity meanwhile improve the
aggregation ratio, CRrbf first employs a Radial Basis
Function Neural Network (RBFNN) trained by the
Unscented Kalman Filter (UKF) to predict the data
collection rate for each node. Then, CRrbf designs each
MDC tour with consideration of travel distance, buffer
size and data collection rate to confine the travel time
of each MDC to that of filling up the buffer. Thus,
the aggregation ratio is significantly improved. More
importantly, MDC tours discovered by CRrbf mitigate
terrain influences on data collection such that energy
cost is reduced.

2) The theoretical proofs and simulation results indicate
that SRCRrbf is no less than 1

1+θ , which is
1

4(1+θ ) higher
than that of any DBSs or TBSs, where θ represents the
tolerable data loss rate. And the energy cost of CRrbf
is lower than any DBSs. Furthermore, CRrbf is proved
to have a less network latency and a better network
throughput while compared with any DBSs or TBSs.

The rest of the paper is organized as follows. The system
model is introduced in Section II. The strategies are elabo-
rated in Section III. The theoretical analyses on complexity,

TABLE 2. Notions.

aggregation ratio, network latency and network throughput
of CRrbf are also given in this Section. The validation results
are presented in this Section as well. Related work is covered
in Section V. We conclude this paper in Section VI.

II. SYSTEM MODEL
Consider a IIoTs network composed of a set of homogeneous
devices. Each IIoTs device represents a surveillance camera
or a sensor dedicated for a certain type of application. Each
device si has a communication rage r , a buffer Bufsi and a
data collection rate DCRsi . Each link exists between a pair
of si and sj, only if the distance of which is less or equal
to r . Once the connectivity is lost, MDCs are assigned for
data collection, each of which possess a powerful antenna to
upload data directly to the sink. Thus, theMDC tour should be
designed to provide intermittent connection for fault tolerant
IIoTs [29], [30]. In order to maintain the aggregation ratio
meanwhile minimize the energy cost during the connectivity
restoration. Terrain influences should be quantified.

The grid of equal size is applied for quantifying terrain
influence. More specific, each cell ci is associated with a
weight referring to a certain terrain

ω(ci) = dist(ci)× r(ci)× elev(ci), (1)

where dist(ci), r(ci) and elev(ci) stands for the distance,
the risk and the elevation a MDC travels through ci, respec-
tively. According to (1), we give the weight of a path Psi,sj as
follows:

ω(Psi,sj ) =
∑
ck∈Pi,j

ω(ck ). (2)

We denote P̃si,sj the minimum weight path between si and sj
throughout the paper. Let Ti be aMDC tour. According to (2),
ω(Ti) thus is given as follows:

ω(Ti) =
∑

Psi,sj∈Ti

ω(Psi,sj ). (3)
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Then, the weight of a tour T = ∪Ti is given by ω(T ) =∑lm
i=1 ω(Ti). However, how to find the minimumweight paths

is still a problem. In fact, it can be modelled into a minimum
weight Steiner tree problem. The reason for that is since each
collection node is located within a cell, eight neighbor cells of
which are candidate positions for Steiner points. Accordingly,
the polynomial time algorithm k-LCA [34] can be used to
find minimum weight paths for each pair of sensors. Then,
we define the energy cost E tour (T ) of a tour T as follows:

E tour (T ) = ω(T )× c, (4)

where c ∝ v. It is obviously that the E tour (T ) is proportional
to the terrain influence. On the other hand, if a MDC visits
each component Ci ∈ Ti, then the data of which is collected
at the collection node s∗i ∈ Ci first and eventually uploaded
to the sink at a sinking point s′i ∈ Ti. Then, the energy cost of
data transmission at a sensor sj ∈ Ci is calculated as:

E trans(sj, s∗i ) = k × d2sj,s∗i
(5)

where k is a constant coefficient related to the power of a
sensor and the amount of data collected as well. According
to (3), (4) and (5), the energy cost Esink (Ti) during the sinking
process is given as follows:

Esink (Ti) = E trans(s′i, sink)+
∑
Ci∈Ti

E trans(Ci), (6)

where E trans(Ci) =
∑
sj∈Ci

Esink (sj, s∗i ). Thus, the total sinking

cost is given by Esink (T ) =
∑lm

i=1 E
sink (Ti). According to (6),

the total energy cost of the tour T constructed by algorithm A
is given by

EA(T ) = Esink (T )+ E tour (T ). (7)

Note that E tour (T ) is affected by both of terrains and travel-
ling distances, while Esink (T ) is distance-related. The terrain
influence quantification is followed by MDC tour design
which relies on the DCR prediction and corresponding group-
ing, the priority of which is the maximization of the aggrega-
tion ratio. To this end, the travel distance should be shortened.
However, a path of the minimum energy cost may result in
a detour with a longer distance. In this paper, we propose
a UKF-RBF based Connectivity Restoration strategy CRrbf
that consists of the terrain influence quantification, the DCR
prediction and corresponding grouping.

Be specific, all representatives that serve as collec-
tion nodes chosen from components, should be located
closely.Then, the terrain influences quantification is applied
to calculate the energy cost for a MDC travelling along
any edge between a pair of representatives. Meanwhile,
an UKF-RBF is utilized to predict the DCRsi for all sis ∈ Ci
to determine the proper DCR for Ci, which is denoted by
DCRs∗i . CRrbf design MDC tours to meet the constrain that
the time gap of visiting the a component twice should be less
or equal to that of filling a buffer Bufs∗i for aggregation ratio
improvement. Furthermore, the MDC tours should be of least
energy cost. The flowchart of the CRrbf is given in Fig. 1.

FIGURE 1. The flowchart of CRrbf.

III. THE PROPOSED STRATEGY
A. UKF-RBFNN BASED DCR PREDICTION
Since each sensor has a limited buffer size, if the buffer is
filled up, new data can be stored such that the aggregation
ratio drops. That implies the significance of a proper DCRsi ,
where si ∈ Ci. There exists a series of machine learning
based strategies that utilize neural network [31]–[33] for
prediction and classification. We apply a multiple fading
factors strong tracking UKF to train the RBFNN in order
to predict the DCRsi . For simplicity, we use Xt to denote
the state vector of si at a time slot t , while Yt denotes the
predicted DCRsi .
Let the RBF neural network has 3m input nodes and only

1 output node such that state vector Xk formed by parameters
of which is given by

Xk = [ω1, . . . , ωm, c1, . . . , cm, b1, . . . , bm],

where ωi denotes the weight of ith output layer, ci and bi
represent the center and the variance of the ith hidden layer
with 1 ≤ i ≤ m. And the state function and observation
function is given as follows:{

Xk = Xk−1 + vk−1,
Zk = h(Xk , xt )+ ek

where Zk is the measurement value which is a real num-
ber, vk and ek represent the process noise and the measure-
ment noise respectively, and h(·) consists of Gaussian kernel
functions. Note that vk and ek are assumed to be uncor-
related white Gaussian noise such that E(vk ) = E(ek ) = 0,
E(vkeTk ) = 0, E(vkvTk ) = Qk , E(ekeTk ) = Rk ,
where Qk and Rk are symmetric positive definite matrices.
The prediction performed by MSTUKF-RBF are given as
follows:
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1. Predict the system state matrix, covariance matrix, and
measurement matrix

χi,k+1|k = χi,k|k + vk

X̂k+1|k =
2L∑
i=0

ωmi χi,k+1|k

Pk+1|k = 3k+1

2L∑
i=0

ωci [χi,k+1|k − χ̂k+1|k ]

[χi,k+1|k − χ̂k+1|k ]T + Qk (8)

Zi,k+1|k = h(χi,k+1|k , x(k + 1))+ ek

Ẑk+1|k =
2L∑
i=0

ωmi Zi,k+1|k

where wmi represent the weight of predicted mean, 3k+1 =

diag[λ1,k+1, λ2,k+1, · · · , λn,k+1] (see Theorem 1).
2. Calculate the covariance matrix of the system and the

Kalman gain

Pzz,k+1|k =
2L∑
i=0

ωci [Zi,k+1|k−Ẑk+1|k ][Zi,k+1|k − Ẑk+1|k ]
T

+Rk

Pxz,k+1|k =
2L∑
i=0

ωci [χi,k+1|k−X̂k+1|k ][Zi,k+1|k − Ẑk+1|k ]
T

Kk+1 = Pxz,k+1|kP
−1
zz,k+1|k

3. Update the system state matrix and covariance matrix

X̂k+1 = X̂k+1|k + Kk+1(Zk+1 − Ẑk+1|k )

Pk+1 = Pk+1|k − Kk+1Pzz,k+1|kKT
k+1

4.Calculate the updated output of the hidden layer in the
RBF

Pj(X̂k , xt ) = exp(
−||xt − cj||2

2b2j
),

where 1 ≤ j ≤ m, and Pj is the jth output of the hidden layer.
5. Calculate the output of the RBF

Yt =
m∑
j=1

ωjPj(X̂k , xt ),

where Yt is the predicted DCRsi at time slot t . For each
si ∈ Ci, the DCRs∗i is chosen as follows:

DCRs∗i = max{DCRsi}.

We give the following theorem for the choices of multiple
fading factors.
Theorem 1: The diagonal matrix 3 of fading factors

should be calculated as

λi,k =

{
αick , αick > 1
1, αick ≤ 1,

(9)

where

ck =
tr[Nk ]
n∑
i=1
αiM ii

k

.

Proof: Zhou et al. [37] prove that the multiple fading
factor matrix ξk = diag[ξ1,k , ξ2,k , · · · , ξn,k ] of a Multiple
Strong Tracking Extended Kalman Filter can be calculated
as

ξi,k+1 =

{
αick , αick > 1
1, αick ≤ 1,

where

ck =
tr[Nk ]
n∑
i=1
αiM ii

k

(10)

Nk = Vk − HkQk−1HT
k − Rk , (11)

Mk = Fk|k−1Pk−1|k−1FTk|k−1H
T
k Hk = (M ij

k ), (12)

Vk+1 =


γ1γ

T
1 , k = 1

ρVk + γk+1γ Tk+1
1+ ρ

, k ≥ 1
(13)

∂f
∂ x̂k−1|k−1

= Fk|k−1,
∂h

∂ x̂k|k−1
= Hk ,

and ρ ∈ (0, 1] is a forgetting factor usually chosen as 0.95.
Since Xk − X̂k|k−1 is irrelevant to vk , it can be deduced that

Plxz,k|k−1 = Plk|k−1H
T
k . (14)

As the Qk is assumed to be a positive definite symmetric
matrix, we have

Hk = [Plxz,k|k−1]
T [Plk|k−1]

−1, (15)

where Plxz,k|k−1 denotes the cross-covariance between the
predicted state and measurement and Plk|k−1 represents the
prediction covariance without introducing fading factors.
Substituting (15) into (11) yields

Nk=Vk−[Plxz,k|k−1]
T [Plk|k−1]

−1Qk−1[Plk|k−1]P
l
xz,k|k−1−Rk .

(16)

It is evident that

Plk|k−1 = Fk|k−1Pk−1|k−1FTk|k−1 + Qk−1. (17)

Substituting (15) and (17) into (12) yields

Mk = (Plk|k−1 − Qk−1)[P
l
k|k−1]

−1[Plxz,k|k−1]
T [Plk|k−1]

−1.

(18)

Eventually, substituting (16) and (18) into (10) to calculate
multiple fading factors as

λi,k =

{
αick , αick > 1
1, αick ≤ 1,
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where

ck =
tr[Nk ]
n∑
i=1
αiM ii

k

.

Note that the implementation of UKF requires a priori
knowledge of both the process and measurement noise statis-
tics. For most nonlinear systems, the process and measure-
ment noise is time-varying, so it is essential to adaptively
estimate both the noise statistics to improve UKF estimation
and filtering performance. Generally, the measurement noise
covariance matrix R is adapted based on the residual covari-
ance matching method, while the process noise covariance Q
is adapted based on the estimated R. We give the following
theorem for process noise covariance Q adaption.
Theorem 2: The adaptive scaling factor µk for process

noise covariance Q can be calculated as

µk =

1, dk ≤ 1

|
tr(Uk )
tr(Wk )

|, dk > 1

where

Uk = R̂k − Hk (P∗k|k−1 − KkPzz,kK
T
k )− z̃k z̃

T
k ,

Wk = HkQkHT
k ,

dk =
tr(z̃k z̃Tk )

tr(R̂k )− HkPkHT
k

.

Proof: The measurement noise covariance matrix R can
be adapted based on the residual sequences [38], which is

R̂k = Cz̃k + HkQkH
T
k . (19)

We estimate the residual covariance using measurement

residuals over m epochs as Cz̃k =
1
m

k∑
i=k−m+1

z̃iz̃i
T , where

z̃k = zk−Hk x̂k denotes the residual sequence. Then, an adap-
tive scaling factorµk is introduced to adjust the process noise
covariance Q in real time such that

Q̂k = µk Q̂k−1. (20)

According to the definition of residual covariance

Pzz,k = E[(zk − ẑk )(zk − ẑk )T ] = Cz̃k , (21)

substituting (21) into (19) yields Pzz,k = R̂k − HkQkHT
k .

Theoretically, the real filter error z̃k z̃Tk should be less or equal
to the theoretical predication error R̂k − HkQkHT

k , which is

tr(z̃k z̃Tk ) ≤ tr(R̂k − HkQkH
T
k ). (22)

Otherwise, the observer will be in a state of divergence. Thus
the process covariance matrix Q should be adjusted by the
adaptive factor µk . Substituting (8) and (20) into (22) and
letting the left and right sides of (22) be equal will result in:

tr(z̃k z̃Tk ) = tr(R̂k )− µk tr(HkQkHT
k )− tr(HkP

∗

k|k−1H
T
k )

+tr(HkKkPzz,kKT
k H

T
k ),

where P∗k|k−1 = Pk|k−1 − Qk . Thus the the adaptive scaling
factor µk can be calculated as

µk =

1, dk ≤ 1

|
tr(Uk )
tr(Wk )

|, dk > 1

where

Uk = R̂k − Hk (P∗k|k−1 − KkPzz,kK
T
k )− z̃k z̃

T
k ,

Wk = HkQkHT
k ,

dk =
tr(z̃k z̃Tk )

tr(R̂k )− HkQkHT
k

.

B. GREEDY GROUPING BASED ON DCR
In order to design lm optimum tours for MDCs, the set
S = {s∗i }1≤i≤n of collection nodes should be divided into
groups Gis such that each Hamilton cycle HGi is an optimal
MDC tour. Because the time gap of visiting the a component
twice should be less or equal to that of filling a buffer Bufsi ,
which is

L(HGi )
v
≤

Bufs∗i
DCRs∗i

(1+ θ ), (23)

where L(HGi ) denotes the length of HGi . Then, the question
will be how to construct the optimum grouping G∗ = {Gi}
such that each HGi will serve as a MDC tour. To this end,
a greedy searching algorithm is developed as:

Step 1, construct the HS using RTPP [22], then each s∗i ∈
HS is numbered sequentially along the HS , which is HS =
s1s2 . . . sns1 and set j = 1 and Gj = ∅;
Step 2, start with Gj = sk , k = j, repeatedly add sk+1 such

that Gj = Gj ∪ sk+1 only if L(HGj ) satisfies (23) for each
si ∈ Gj and sk+1; then, set k = k+1 and repeat this step until
each sk ∈ HS belongs to the Gj and set j = j+ 1;
Step 3, repeat step 2 until all |S|lk groups established, then

each grouping G∗i is determined by:

G∗i = argminL(G∗i )

s.t. 1. G∗i = ∪Gj, 1 ≤ j ≤ |S|lk ;

2. ∀Gk ,Gj ∈ G∗i , Gk ∩ Gj = ∅.

Among all possible G∗i s, only the G∗i with the minimum
weight is chosen. We give Theorem 3 for the choice of a
proper data loss rate θ .
Theorem 3: If the tolerable data loss rate θ equals to

max
Gi∈G∗
{
1.5L(H∗Gi )·DCRs∗i

v·Bufs∗i
− 1}, then we have ARCRrbf = 1

1+θ .

Proof: Suppose there exists an optimum algorithm A∗

that can discover an optimum grouping G∗. For each group
Gi ∈ G∗, if A∗ can establish an optimum Hamilton cycle H∗Gi
such that

L(H∗Gi )

v
≤

Bufs∗i
DCRs∗i

,
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then there will be no data loss. That implies ARA∗ = 100%.
Since RTPP is a 1.5-approximation algorithm, it will build a

HGi such that
L(HGi )
L(H∗Gi )

≤ 1.5. If θ = max
Gi∈G∗
{
1.5L(H∗Gi )DCRs∗i

vBufs∗i
− 1},

then according to (23) we have

1.5L(H∗Gi )

v
≤

Bufs∗i
DCRs∗i

(1+ θ ).

That implies ARCRrbf = 1
1+θ .

On the other hand, if we choose θ ′ > θ , then
1.5L(H∗Gi )

v <
Bufs∗i
DCRs∗i

(1 + θ ′). If we allow each sensor si collect data (1 +

θ ′) times of Bufsi , there are still 1
1+θ data delivered to the

sink. Otherwise, we have θ ′ < θ such that
1.5L(H∗Gi )

v >
Bufs∗i
DCRs∗i

(1+ θ ′). That implies for each group Gi ∈ G∗ there

exists aG′i ⊂ Gi such that
1.5L(H∗

G′i
)

v ≤
Bufs∗i
DCRs∗i

(1+θ ′). Let each

si ∈ Gi\G′i randomly join a G′i to establish G′i,new such that∑
|G′i,new| = n. It can be verified that 1.5 ≤

L(G′i,new)
L(L(H∗Gi ))

≤ 2.

Thus. we have

1
8
3 (1+ θ )

=
Bufs∗i v

2DCRs∗i 2L(H
∗
Gi )

< ARCRrbf

<
Bufs∗i v

1.5DCRs∗i 2L(H
∗
Gi )
=

1
2(1+ θ )

.

Therefore, the theorem holds.
The example how the CRrbf restores the connectivity is

given in Fig. 2. As shown in Fig. 2(a), there are 10 com-
ponents Cis that consists of 68 sensors deployed in an area
with five different terrains. The set of collection nodes S =
{s∗1, s

∗

2, · · · , s
∗

10} are represented by black dots. In Fig. 2(b),
the perfect matches s∗2s

∗

9, s
∗

3s
∗

10, s
∗

4s
∗

5, and s
∗

7s
∗

8 are added to the
mstS to build an Ect first. Then, starting from s∗1, the H

d
S =

s∗1s
∗

9s
∗

2s
∗

10s
∗

3s
∗

4s
∗

5s
∗

6s
∗

7s
∗

8s
∗

1 is established usingRTPP. As shown
in Fig. 2(c), there exist two optimal grouping G∗1 and G

∗

2 with
E(G∗2) > E(G∗1). It is clear that G

∗

1 is chosen to maximize
the aggregation ratio meanwhile reducing the energy cost.
In Fig. 2(d), the data of G1, G2 and G3 is collected and
eventually delivered to the sink from sinking points s∗9, s

∗

3 and
s∗4 respectively.

C. DISCUSSION
In this Section, we give theoretical analyses on performance
advantages of CRrbf in terms of the aggregation ratio, the net-
work latency and network throughput over DBSs and TBSs.

In general, DBSs pursue the travel distance shortening,
the load balancing and the latency reducing while TBSs aim
to minimize the energy cost, however both of which fail to
consider the correlation between the length of a tour, the trav-
elling speed, the buffer size, and the data collection rate.
That implies both of DBSs and TBSs can hardly establish

FIGURE 2. The restoration process of CRrbf with lm = 3.

the optimum grouping. With the help of DCRPG, the CRrbf
performs better than DBSs and TBSs in the aggregation ratio.
Theorem 4: The aggregation ratio of CRrbf is at least
1

4(1+θ ) times greater than that of a DBS or a TBS.
Proof:An algorithm can achieve 100% aggregation ratio

only if two following conditions are satisfied:
1. discovering the G∗;
2. building H∗Gi for each Gi ∈ G

∗.
Then, we are going to distinguish three cases to prove this

theorem.
Case 1: ∀DBSs and TBSs satisfying condition 1 only.
According to Theorem 3, we have

ARCRrbf =
1

1+ θ
=

Bufs∗i v

DCRs∗i 1.5L(H
∗
Gi )
,

ARDBS
ARCRrbf

=
3

4(1+ θ )
,

ARTBS
ARCRrbf

<
3

4(1+ θ )
.

Case 2: ∀DBSs and TBSs satisfying condition 2 only.
In this case, if DBSs employ RTPP, then we have

ARTBS < ARDBS <
Bufs∗i v

DCRs∗i 1.5λL(H
∗
Gi )
=

1
λ(1+ θ )

,

where λ denotes the ratio between the length of an suboptimal
grouping established byDBSs or TBSs and that of the optimal
one with 2 ≥ λ ≥ 1.5.
Case 3: ∀DBSs and TBSs satisfying neither condition

1 nor 2.
It can be deduced that ARTBS < ARDBS < 1

4λ
3 (1+θ )

.

A a DBS, the CISIL establishes lm triangles as MDC tours.
That implies there are only 3lm sensors visited by MDCs. For
each group Gi ∈ G∗ satisfying constrain (23), it is easy to
get ARCISIL = 1

n
3lm

(1+θ ) <
1

4
3 (1+θ )

due to n � lm. As a TBS,
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TABLE 3. Simulation setup.

the ReBAT is 3.1-approximation algorithm while the approx-
imation ratio of HRSRT is 2.325 in terms of energy cost [22].
It can be deduced that ARReBAT = 1

3.1
α
(1+θ )

and ARHRSRT =

1
2.325
α

(1+θ )
, where α =

Bufsiv
2criskminelevationmin(1+θ )

DCRsiE
∗ < 1.

Theorem 5: The complexity of CRrbf is O(n2 log n!).
Proof: It is evident that the complexity of CRrbf depends

on DCR based greedy grouping that partitions the set of
collection points into lm groups Gis based on the DCR pre-
diction. If for each Gi we have |Gi| ≥ 3, then there exists a
group Gj such that |Gj| ≤ n − 3(lm − 1). Because DCRPG
builds eachGi in a greedy searchingmanner such that a sensor
si can join the Gi only if HGi∪{si} satisfies the constrain (23).
That implies the complexity of the greedy searching process
is no more than

∑n
i=1 i log i, where n = n − 3(lm − 1).

In addition, the RTPP employed by DCRPG is responsible
for the construction of Hamilton cycles, the complexity of
which is O(n log n) [22]. Therefore, the complexity of CRrbf
is O

(
n2 log n!

)
.

In fact, CRrbf outperforms both DBSs and TBSs not only
in the aggregation ratio, but the network latency and network
throughput as well. The reasons are as follows. Consider the
same tolerable data loss rate while compared with both of
DBSs and TBSs, it is obviously that the network latency
depends on the transmission latency in our scenario. Accord-
ing to Theorem 3, we know that CRrbf constructs aMDC tour
as long as 3/4 of that of any DBSs or TBSs. Given the same
MDC velocity, it can be deduced that the network latency of
CRrbf is only 3/4 of that of a DBS or a TBS. On the other
hand, the definition of the aggregation ratio and Theorem 3
guarantee that the network throughput of CRrbf is at least

1
4(1+θ ) times greater than that of any DBSs or TBSs.

IV. VALIDATION EXPERIMENT
1) EXPERIMENT SETUP, PERFORMANCE METRICS AND
BASELINE APPROACHES
The performance of CRrbf has been validated through exten-
sive simulation experiments which are developed in Python
on an Intel Core i5-8250U 1.6 GHZ CPU, 8GB RAM com-
puter. Simulation parameters are given in Table 3.

Eq. (1)∼(7) are employed to calculate the energy cost,
where c is proportional to v referring the cost for movement
per meter on a flat topology which is taken as 30 joule/meter ,

TABLE 4. Terrain types, risk rates, and elevation.

FIGURE 3. The aggregation ratio comparison while varying v .

the constant coefficient k = 10−4 joule/meter2 and the risks
and elevations of corresponding terrains are listed in Table 4.

We compare CRrbf with baseline approaches LEEF [15],
CISIL [14], HRSRT [22] and ReBAT [23] in terms of aggre-
gation ratio, energy cost and maximum energy cost while
varying MDC count (lm), velocity (v), number of compo-
nents (n), number of nodes (N), data collection rate (DCR),
and tolerable data loss rate (θ ).

2) SIMULATION RESULTS
The results of individual experiments for 50 topologies are
averaged with simulation setup given in Table3.

As shown in Fig. 3, the aggregation ratio grows rapidly at
the beginning with v and eventually levels off for all strate-
gies. It is obvious that CRrbf achieves the highest aggregation
ratio. The reason for that is the CRrbf exploits the optimum
grouping of sensors based on the DCR prediction and the
1.5-approximation Hamilton cycle construction algorithm for
the MDC tour design while DBSs and TBSs can hardly
establish the optimumMDC tourwithout theDCRprediction.

The adverse impact on the aggregation ratio is shown
in Fig. 4. It is clear that the aggregation ratio drops as n
increases and eventually gets stable for all strategies. The
reason for that is as follows. The traveling distance increase
with more components involved such that more data is lost
at the beginning. However, the distance between each pair
of components grows slowly while the deployment area is
densely populated eventually. It is clear that the CRrbf still
performs the best among all.

Fig. 5 gives the performance comparison with the growth
of DCR which is one of many dominant factors that directly
affect the aggregation ratio for all strategies. As we explain
before, the DCR should be chosen carefully to maintain the
aggregation ratio. That implies if the DCR is larger than
a threshold, than the aggregation ratio drops quickly. It is
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FIGURE 4. The aggregation ratio comparison while varying N .

FIGURE 5. The aggregation ratio comparison while varying DCR.

FIGURE 6. The aggregation ratio comparison while varying lm.

obvious that all strategies achieve the highest aggregation
ratios respectively with DCR=80bit/s compared with the
lowest ones while the DCR reaches 220bit/s. Even if the
aggregation ratio drops rapidly, the CRrbf still maintains the
highest one.

As shown in Fig. 6, all aggregation ratios rise with lm and
tend to be stable at last. This is because the more MDCs join
the data collection the less data is lost. However the deploy-
ment area is bounded, if lm is sufficient then the aggregation
ratio will reach 100% such that no more extra MDCs are
required. Once again, no matter how many MDCs available,
the CRrbf still maintains the highest aggregation ratio.

Fig. 7 shows the performance comparison with the growth
of θ . Similar to the DCR, the θ is another dominant fac-
tor while determining the aggregation ratio. Obviously, all
aggregation ratios increase as the θ , while θ ≥ 0.15 the
aggregation ratios begin to level off. Note that the CRrbf not
only accomplishes the highest aggregation ratio but becomes
the first one to converge as well.

FIGURE 7. The aggregation ratio comparison while varying θ .

FIGURE 8. The energy cost comparison while varying n.

FIGURE 9. The maximum energy cost comparison while varying lm.

It can be observed fromFig. 8 that each approach consumes
more energy as n increases with lm = 11. Although the CRrbf
consumes more energy than HRSRT and ReBAT, it performs
better than LEEF and CISIL. The reason for that is although
more components are involved, the energy cost is no longer
increased rapidly due to the optimum tour design. In Fig. 9,
it is clear that the maximum energy cost for each strategy
drops as lm increases. The CRrbf outperforms all DBSs.

V. RELATED WORKS
There exist two categories of connectivity restoration strate-
gies, which is initially designed based on wireless networks.

The strategies that that focus on either travel distance, load
balance, latency, throughput or energy cost is called DBSs
in this paper. In [18], Abbas and Younis design the MIMSI.
It first partitions the component set into convex hulls, among
which a minimum spanning tree is built for inter-partition
connection. Then collection sensors are selected utilizing the
center of mass to discover optimal tours, each of which is
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designated a MDC. Eventually, the connectivity is restored
by deploying relay nodes between MDC tours. Similar to
MIMSI, the RCR [16] further shortens the MDC tours
by deploying relay devices. In [20], Stanislaus and Younis
develop a delay-conscious recovery strategy FeSMoR, which
chooses round trips and steiner triangles as MDC tours with
relay devices to provide tour connection. The IDM-kMDC is
developed in [21]. First,MDC tours are formed along the con-
vex polygon of components with collection sensors located
utilizing the center of mass. Once again, optimal k tours
are established by emerging MDC tours. In [17], MINDS is
designed to minimize total tour length but balance the load
equitably among MDCs as well. The ToCS [19] attempts
to reduce the latency by finding the balanced tour paths
among MDCs. It first utilizes a star topology for component
grouping, and then the MDC tours are equalized by adjusting
the size of the cluster. Recently, CISIL [14] is develop by
exploiting the Delaunay triangulation for node set partition,
in which k 3-hyperedges of the 3-hypergraph are chosen as
final MDC tours. Note that CRrbf also takes the periphery
of each component into consideration in order to choose the
proper collection sensors due to the fact that the optimization
of the candidate selection for collection sensors will signif-
icantly shorten MDC tours. The LEEF [15] is designed to
equalize the energy cost, which is quantified by cell-based
grid with respect to motion and wireless communication,
consumed by k MDCs through greedy expansion and opti-
mization successively. Although shortening MDC tours will
somehow increase the aggregation ratio, the data collection
rate, the buffer size and the speed that could potentially affect
the aggregation ratio exploited by CRrbf are neglected by
DBSs. Note that the energy cost is another concern. In [27],
stochastic geometry is used to design a relay-based connec-
tivity recovery scheme for a wireless sensor network whose
the goal is to optimize the tradeoff between the number of
selected relays and the energy spent to restore connectivity.
The work in [28] proposes a dynamic clustering and routing
algorithm to maintain connectivity and achieve energy effi-
ciency in a large scale sensor network. Although the energy
cost is distance-related, terrains can affect the energy cost
even more in realistic environments.

The other strategies that consider terrain influences
in realistic environments is called TBS in this paper.
In [23], Senturk et al. develop the ReBAT that applies a
grid based mapping to quantify the terrain in order to
locate the least energy cost paths for connectivity restora-
tion. However, ReBAT only ensures the network to be
1-connected. Wang et al. [22] design a hybrid restoration
strategy to achieve 2-connectivity based on random ter-
rains. In [26], Zhou et al. propose a rapidly explor-
ing random tree based algorithm to find paths with the
least cost for obstacle avoidance and component connec-
tion. Truong et al. [24] consider how obstacles affect
the mobility and communication of relay devices for the
minimization of agents’ mobility cost. Mi et al. [25]
investigate how to avoid convex obstacles and inter-sensor

collisions during connectivity restoration. Although TBSs
can reduce the energy cost efficiently, the aggregation ratio
is disregarded while compared with the proposed strategy
CRrbf.

VI. CONCLUSION
In this paper, the connectivity reconstruction problem for
IIoTs is considered. A machine learning based strategy
CRrbf, that utilizes a Radial Basis Function Neural Net-
work (RBFNN) along with an Unscented Kalman Fil-
ter (UKF), is proposed to maximize the aggregation ratio
and reduce the energy cost as well during the connectivity
restoration. Be specific, CRrbf deploys MDCs to provide
intermitted connections between separated components for
data collection and aggregation. The MDC tour design by
CRrbf integrates buffer size, data collection rate, tolerable
data loss rate, travel speed and terrain influence such that
the aggregation ratio is significantly increased meanwhile
the energy cost is reduced. The theoretical analysis and sim-
ulations results show that the aggregation ratio of CRrbf
outperforms both distance based strategies and terrain based
strategies in terms of the sinking ratio, the network latency
and the throughput.

Our future works include the connectivity restoration for
IIoTs with only a limited number of relay nodes and mobile
data collectors available. In addition, an efficient mobile data
collector tour by exploiting a deep reinforcement learning,
i.e., DDPG, is one of our future interests.
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