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Abstract—The Industrial Internet of Things (IIoT) is an emerg-
ing technology that can promote the development of industrial
intelligence, improve production efficiency, and reduce manufac-
turing costs. However, anomalies of IIoT devices might expose
sensitive data about users of high authenticity and validity, result-
ing in security and privacy threats to the IIoT applications.
That suggests the significance of anomaly detection executed
by proper authorities. To address these problems, in this paper,
we propose a reliable anomaly detection strategy for IIoT using
federated learning. Specifically, we apply the federated learning
technique to build a universal anomaly detection model with each
local model trained by the deep reinforcement learning (DRL)
algorithm. Since local data sets are not required during the fed-
erated learning, the chance of privacy leakage is reduced. In
addition, by introducing privacy leakage degree and action rela-
tion to anomaly detection design, we can greatly improve the
detection accuracy. The validation experiments indicate that the
proposed strategy achieves high throughput, low latency, and high
anomaly detection accuracy for privacy preservation in various
IIoT scenarios.

Index Terms—Anomaly detection, deep reinforcement learning
(DRL), federated learning (FL), Industrial Internet of Things
(IIoT), privacy preservation.

I. INTRODUCTION

IN industrial domain, as an evolutionary trend of automation
and machine-typed data exchange, the Industrial Internet

of Things (IIoT) [1] enables remotely managed machines or
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devices to achieve valuable objectives, i.e., improving the
competitiveness of industrial automation [2]. By integrat-
ing environment cognition, data analytic, machine-to-machine
communication, and robotic automation, IIoT has a wide
range of applications in many fields, such as intelligent man-
ufacturing, energy harvest, and intelligent transportation [3].
However, the proliferation of smart IIoT devices and the subse-
quent overwhelming amount of sensitive business and personal
data collected for analytic solutions and industrial opera-
tion optimizations have posed serious privacy and security
issues [4], [5].

Widely distributed IIoT devices are vulnerable to a vari-
ety of attacks due to the lack of efficient security protection.
Thereby, establishing a trust network to ensure the reliability
of data source and to guarantee the authenticity and valid-
ity of data against security and privacy threats has become
an urgent issue in IIoT, which is the prerequisite to ensure
IIoT implementation in various production fields, and it is also
an important foundation and guarantee for industrial security
and national security [6]. Anomaly detection, as an effective
solution, have been used in IIoT to realize the attack antic-
ipation so as to reduce the attack possibility effectively [7].
However, how to ensure the efficiency, accuracy, and effec-
tiveness in anomaly detection with massive data generated by
IIoT devices has become a challenging issue.

To address such critical issues the deep reinforcement learn-
ing (DRL)-based solution is developed using the deep deter-
ministic policy gradient (DDPG) algorithm, as an instance [8].
However, there exists a potential risk of privacy leakage about
such methods, due to the requirement of private data aggre-
gation in universal model training for model generalization.
As a new distributed learning paradigm, the federated learn-
ing (FL) enables the decentralized training of a prediction
model in a collaborative way [9]–[11]. More importantly,
rather than sharing and disclosing the training data set with
the server, the model parameters are optimized collabora-
tively by a great number of local interconnected devices to
ensure privacy preservation. That indicate the advantages of
the federated DRL technology [12], which represents the deep
amalgamation between FL and DRL.

According to above analysis, in this paper, we present an
anomaly detection architecture. As shown in Fig. 1, anomaly
detections are applied to a variety of industrial applications,
i.e., smart manufacture, the Internet of Vehicles (IoV), smart
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Fig. 1. Architecture of the proposed FLAD.

surveillance, smart grid, etc., due to security and privacy con-
cerns. Because of the computational resources is in great
demand for mobile edge computing (MEC) [13] enabled IIoT
(MEC-IIoT), the anomaly detection centers (ADC) employ
MEC servers for artificial intelligence (AI) empowered accu-
rate anomaly detection using massive relevant data collected
by smart terminals. Both interconnection and computation
resource allocation between MEC servers are administrated
by the core network. However, ADCs might also be abnormal,
i.e., misreporting the anomalies of users.

In general, there exists two problems in the efficient and
accurate anomaly detection. The first one is how to realize
the privacy-preserving anomaly detection. The second one is
how to improve the anomaly detection accuracy with abnormal
ADCs. In this article, based on the proposed architecture, a
federated DRL-empowered anomaly detection method, named
the federated deep reinforcement learning empowered anomaly
detection (FLAD), is proposed for IIoT. We summarize the
contributions of this article as follows.

1) To achieve anomaly detection on users, while consid-
ering the alleviation on discrepancies between ADCs,
a federated DRL algorithm is design based on pri-
vacy leakage degree to construct a universal user
anomaly detection model without accessing user private
information for the purpose of user privacy preservation
and anomaly detection generalization.

2) To improve user anomaly detection accuracy, given
the fact that ADCs might be abnormal, the anomaly
detection on ADCs is performed first. By conducting
internal/external action comparisons, abnormal ADCs
are detected. Moreover, an appeal mechanism is intro-
duced to reclaim the nonanomaly of misjudged users for
detection accuracy improvement.

3) Through extensive experiments, we demonstrate that
the proposed anomaly detection method FLAD can
accurately detect abnormal users with high system
throughput and low latency in IIoT.

The rest of the paper is organized as follows. Section II
presents the related work. Section III introduces the system
model. Section IV gives the implementation details of the
proposed FLAD. Section V provides the performance eval-
uation. Section VI draws the conclusions.

II. RELATED WORK

FL for IIoT has attracted a great interest from academia
and industry in recent. Wang et al. [14] proposed an anomaly
detection method based on a composite auto encoder model,
in which anomalies are detected according to error distribution
to find abnormal devices. Genge et al. [15] called the grad-
ual decay of IIoT’s physical dimension as the aging process,
with which an anomaly detection system is developed to detect
aging IIoT. The FL is integrated with deep anomaly detection
by Liu et al. [16], in which a convolutional neural network
(CNN) model with the long short term memory is developed
to improve the detection accuracy and meanwhile the gradient
compression is utilized in FL for communication cost reduc-
tion and communication quality improvement. Yi et al. [17]
proposed an FL-based deep anomaly detection scheme in IIoT
utilizing an attention mechanism empowered convolutional
neural network model of long short term memory for detection
accuracy improvement. And the gradient compression is intro-
duced for communication efficiency improvement in FL. Both
the Paillier encryption mechanism and FL are employed by
Li et al. [18] to design an intrusion detection model based on
secure communication protocols. Due to the FL, the intrusion
detection model is jointly trained with privacy preservation.
Taghavinejad et al. [19] investigated the intelligent intrusion
detection problem and propose the decision tree-based solu-
tion. Wang [20] applied cooperative games to abnormal action
detection in perception environments for IIoT. Wu et al. [21]
developed a Gaussian Naive Bayes-based anomaly detection
model with long short term memory, in which Gaussian Naive
Bayes model is employed to detect outliers.

Although the above discussed previous studies could
achieve efficient anomaly detections, there still exist the fol-
lowing problems, which are required to be investigated. First,
how to accomplish the privacy-preserving anomaly detection
is an open problem? Second, how to improve the anomaly
detection accuracy, given the fact that the ADCs might be
abnormal, poses a great challenge? In this article, the FLAD
method is developed to solve above mentioned problems in
IIoT.

III. SYSTEM MODEL

A. System Architecture

To solve the privacy leakage problem caused by abnormal
users, in this article, an FLAD method is proposed for IIoT. In
this framework, we consider the following entities: the global
anomaly detection center (GADC), the local anomaly detec-
tion center (LADC), the regional anomaly detection center
(RADC), and the users.
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Fig. 2. System model of FLAD. (a) Phase-one RADC anomaly detection.
(b) Phase-two user anomaly detection.

The proposed FLAD aims to detect abnormal users, whose
actions might give away victims’ positions, identities, rela-
tions, privacies, or other sensitive information either acciden-
tally or deliberately. Because each user belongs to a specific
region, the anomaly detection on internal users is conducted
by the corresponding RADC. It is difficult to develop an accu-
rate anomaly detection model by each RADC using machine
learning technologies. For some RADCs incapable of the train-
ing anomaly detection model, the universal model trained by
the GADC is applicable. We assume both GADC and LADC
are semi-trusted, i.e., GADC or LADC might be honest but
curious about users’ sensitive information. That suggest the
FL, the nature of which is to build the universal model with-
out gathering the local data set from each participant, can be
utilized to build the universal anomaly detection model for
user privacy preservation. In addition, we assume RADCa are
untrusted, i.e., some RADCs might be abnormal.

In fact, the anomalies of RADCs can be detected by dis-
covering the differences between RADC actions. Specifically,
the action difference between the suspicious action and the
regular one of an RADC, which is called the internal dif-
ference, is dominant in RADC anomaly detection; while the
relation between the suspicious action of a specific RADC and
the regular ones of other RADCs, which is called the exter-
nal difference, is another dominant factor for RADC anomaly

detection. Thereby, the anomaly detection on RADC should be
made based on both internal difference and external difference.

The above analysis suggests the anomaly detection should
be implemented in multiphases. In this article, the proposed
FLAD is a two-phase anomaly detection framework, which is
summarized in Fig. 2.

In phase one, as shown in Fig. 2(a), the abnormal RADCs are
detected by evaluating corresponding actions and then they are
shutdown to ensure high accurate anomaly detection on users.
Specifically, the GADC initializes the anomaly detection on
RADCs. Then, each LADC that are capable of model training,
trains the local RADC anomaly detection model and sends it
to the GADC. Next, the GADC combine each local model to
build the universal one and dispatch it to each LADC. For the
LADCs unable to train their own models, this universal model
is applied to detect abnormal RADCs directly.

In phase two, as shown in Fig. 2(b), the abnormal users
are detected by normal RADCs using the privacy leakage-
based anomaly detection, which is different from the RADC
anomaly detection. Since the aim of user anomaly detection is
to prevent privacy leakage, the privacy leakage degree should
be integrated with the anomaly detection design. Specifically,
the normal RADCs train their own user anomaly detection
models and then send them to the GADC to build the universal
user anomaly detection model. Then, the universal model is
dispatched to all RADCs.

B. Attack Model

Privacy Leakage Attack: Some users might expose victims’
sensitive information, i.e., names, ages, sexes, occupations,
etc., through abnormal actions either intentionally or acciden-
tally. However, such a severe privacy violation is not tolerable.
That suggests the abnormal actions of users should be properly
detected. Once the users are detected exposing other users’ pri-
vacy, these users will be isolated to prevent further damage on
victims.

The privacy leakage attack is indirectly launched by
anomaly RADCs. Specifically, abnormal RADCs tend to
report abnormal users randomly and frequently. That suggests
if the abnormal actions are detected as the normal one, then
these actions might cause the privacy leakage; furthermore,
once normal actions are assessed as abnormal ones, it will
hinder users from behaving normally. Thereby, the abnormal
RADCs should be detected first by LADCs before conducting
user anomaly detection.

Moreover, the LADCs might expose RADCs and users
sensitive information due to all LADCs are assumed to be
semi-trusted. That suggests during the RADC anomaly detec-
tion all sensitive information about RADCs and users of an
LADC should be kept from the other LADCs. Owing to the
FL, RADC anomaly detection model can be trained without
directly accessing private information about RADCs and users.

IV. IMPLEMENTATION OF THE PROPOSED FLAD

A. Phase-One RADC Anomaly Detection

In phase one, each LADC that are capable of model train-
ing applies the DDPG algorithm for local anomaly detection
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model training. Note that we choose the DRL algorithm over
both the RL and deep learning (DL) algorithms due to the
following reason. As the deep integration of DL and RL, the
DRL is designed with the principle of RL and the structure
of DL. In addition, the neural networks of the DRL provide
extraordinary capabilities to solve both continuous state-action
space searching problem and Q-table fitting problem.

1) DDPG-Based Local RADC Anomaly Detection: By
evaluating the actions of each RADC, the GADC is able
to determine whether this RADC is an abnormal one or a
normal one, if the rating of the ith RADC R_RADCi falls
within the range of (0, 0.5) or [0.5, 0.1]. In addition, we
denote the action of the ith RADC A_RADCi by a tuple,
i.e., A_RADCi = (FAi, FNi, DAi, DNi), where FAi and FNi

denote the frequencies of judging a user as the abnormal one
and a normal one, respectively; DAi and DNi represent the
anomaly degree and the normality degree of the user’s actions,
respectively.

According to the analysis given in the previous sec-
tion, we know that the deviations between current actions
A_RADCis and regular ones RA_RADCis, i.e., RA_RADCi =
(RFAi, RFNi, RDAi, RDNi), of the ith RADC and regular ones
of other RADCs RA_RADCjs, i �= j, can be used to determine
whether the ith RADC is abnormal or not. Specifically, we
calculate the rating R_RADCi of the ith RADC by integrating
both internal difference In_D and external difference Ex_D as

R_RADCi = 1 − (In_D + Ex_D), (1)

where

In_D = α ∗ (FAi − RFAi) + (1 − α) ∗ (FNi − RFNi)

+ β ∗ (DAi − RDAi) + (1 − β) ∗ (DNi − RDNi) (2)

Ex_D =
∑

j

[
α ∗ (

FAi − RFAj
) + (1 − α) ∗ (

FNi − RFNj
)

+ β ∗ (
DAi − RDAj

) + (1 − β)

∗(
DNi − RDNj

)]
(3)

α and β denote anomaly scale factors. (1) suggests if an RADC
keeps reporting abnormal actions of users or the degrees of
which are always high or low, then the RADC might be
abnormal with a pair of anomaly scale factors (α, β).

In this article, the optimal pair of anomaly scale fac-
tors are obtained utilizing the DRL algorithm DDPG that
includes three factors (i.e., state, action, and reward). Note
that if an RADC is judged as an abnormal one, then it
should be shutdown for a period of time. Thereby, we let
RADCs’ on/off-line conditions consist of the state s, i.e., s =
(C_RADC1, C_RADC2, . . . , C_RADCn), where C_RADCi =
1 indicates the ith RADC is online without being shutdown,
otherwise C_RADCi = 0. Any pair of anomaly scale factors
(α, β) consist of the action a. In general, the action at is chosen
for the state st, according to the reward rt, to detect abnormal
RADCs if their ratings fall within the range of (0, 0.5). Then,
abnormal RADCs will be shut down and all internal users will
join normal RADCs. And the resulted on/off-line conditions of
RADCs compose of the next state st+1. We denote the number
of users of abnormal RADCs by NU_ARADC. To guarantee
the anomaly detection accuracy, considering a limited number

of users NU_RADCi that the ith RADC can accommodate,
we introduce the Softmax function to calculate the extra num-
ber of users ENU_RADCi reassigned to the ith normal RADC
without exceeding the NU_RADCi, i.e.,

ENU_RADCi = NU_ARADC ∗ eR_RADCi

∑
i eR_RADCi

, (4)

otherwise

ENU_RADCi = NU_RADCi − CNU_RADCi, (5)

where CNU_RADCi denotes the current number of users of
the ith RADC. We repeat the reassigning process until each
normal RADC has reached user number constrain. We are
aware that the increasing number of user anomaly detections
might cause the system failure of normal RADCs. Besides, the
anomalies of RADCs might occur from time to time. Thereby,
we consider to put some abnormal RADCs back on line only if
these RADCs will not cause more serious anomalies by adding
a time-frame parameter κ to the action at. Specifically, if an
RADC is shut down, then after κ timeslots this RADC is back
on line again. Thus, we rewrite the action at as at = (α, β, κ).
According to the ratings of RADCs, we give the reward rt by

rt = −
n′∑

i

R_RADCi. (6)

As observed from (6), we know that a better reward indicates a
less anomaly for each RADC. Then, experience (st, at, rt, st+1)

is stored in experience poor P . As the training of the DDPG,
N experience are sampled from P for critic network update
through the loss function

L
(
ϑQ

)
= 1

N

N∑

i

[
Q

(
si, ai|ϑQ

)
− Yi

]2
, (7)

where

Yi = ri + γ
(

Q
(

si+1, π
(

si+1|ϑπ ′)|ϑQ′))
. (8)

And the actor network is updated by gradient ascent as

∇ϑπ J = 1

N

N∑

i

[
∇aQ

(
s, a|ϑQ

)
|s = si, a = π

(
si|ϑπ

)

∇ϑπ π
(
s|ϑπ

)|s = si

]
. (9)

Furthermore, target networks are updated based on the param-
eters of the updated actor network and the critic network with
a certain learning rate τ .

2) Universal RADC Anomaly Detection Model Training
With Federated Learning: The GADC can use the FL [22]
to build the universal RADC anomaly detection model based
on local RADC anomaly detection models trained by LADCs.
Note that the reason for choosing the FL over the transfer
learning is as follows. Although both FL and transfer learn-
ing can achieve privacy-preserving model training due to both
learning methods do not require each participant to directly
access other participants’ sensitive information (i.e., the data
sets), the transfer learning is mainly applied for reducing the
model training time while the FL is employed for constructing
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the universal model to solve the model generalization problem.
Basically, the FL constructs a universal model by integrating
local models with a proper set of weights for model generaliza-
tion. Although taking the average of all local models provides
the simplest solution to the universal model construction, the
average model might cause severe performance degradation.
For example, the average model will result in unacceptable
false alarm rate (FAR) and missing detection rate (MDR) on
abnormal RADC detection. That suggests the significance of
choosing integration weights properly.

In this article, we introduce the feedback mechanism, which
exploits the characteristic of each local anomaly detection
model, to improve the detection accuracy of the univer-
sal model. Specifically, the rating feedback is considered in
the optimal integration weight discovery utilizing the DRL
algorithm DDPG. Similarly, we let the LADC participation
condition consists of the state s. It is evident that the set
of integration weights consist of the action a, i.e., a =
(ω1, ω2, . . . , ωn). According to above analysis, we know that
the reward function should be designed based on rating devi-
ations. To be specific, the rating deviation is evaluated by the
ratio between the universal model-based rating and the local
model-based rating. That is, we calculate the reward r by

r =
n∑

i

R_RADCi

UR_RADCi
, (10)

where R_RADCi and UR_RADCi denote the ratings on the
ith RADC utilizing the local model and the universal model,
respectively. Once the learning process is converged, the
optimal set of integration weights are obtained such that the
universal RADC anomaly detection model is constructed.

Usually, when and how to determine the learning process
is converged or not is an open problem. Although reaching a
preset time frame or a certain accuracy threshold, the learning
process of the FL might converge. However, in our scenario,
there exists no public data sets to verify whether the univer-
sal RADC anomaly detection model can satisfy the accuracy
threshold. Besides, setting a time frame in advance cannot
guarantee the maximization of the reward. Thereby, to improve
the RADC anomaly detection accuracy, the stabilization of the
reward (10) is considered as the end of the FL learning process.

B. Phase-Two User Anomaly Detection

Since abnormal RADCs are detected, normal ones can help
the GADC to identify abnormal users.

1) DDPG-Based User Anomaly Detection: The aim of
user anomaly detection is to prevent privacy leakage caused
by abnormal users. Different from RADC anomaly detection
implemented based on action deviations, the privacy leakage
is considered in user anomaly detection. Specifically, we eval-
uate the action UAi of the ith user with a tuple that consist
of the exposure of both sensitive information and nonsensitive
information, i.e., UAi = (SIij, NSIij), where SIij represents
the sensitive information (e.g., names, ages, sexes, occupa-
tions, etc.) of the jth user exposed by the ith user, while
NSIij represents the nonsensitive ones exposed by the ith user.
Thus, the privacy leakage degree PLDi of the ith user can be

quantified by

PLDi =
∑

j

γ ∗ SIij + (1 − γ ) ∗ NSIij, (11)

where γ represents the privacy leakage scale factor.
By evaluating the actions of each user, the RADC is able

to determine whether this user is an abnormal one or a nor-
mal one, if the privacy leakage degree falls within the range
of (0, 0.0.5) or [0.5, 1]. Similar to RADC anomaly detection,
we define the state, the action, and the reward, respectively,
for the DDPG-based user anomaly detection. Let the state s
consist of the anomaly conditions of K users of each nor-
mal RADC, i.e., s = (AC_User1, AC_User2, . . . , AC_UserK),
where AC_Useri = 1 denotes the ith user is abnormal, oth-
erwise AC_Useri = 0. Accordingly, the privacy leakage scale
factor γ serves as the action a. The action at is chosen based
on the current state st according to the reward rt. Once the
privacy leakage scale factor is obtained, abnormal users will
be detected if their privacy leakage degrees fall within the
range of (0, 0.5). Then, abnormal users will be isolated such
that they cannot expose others’ sensitive information anymore.
Thereby, the reward rt should be designed referring to the
overall privacy leakage as

rt = −
K∑

i

PLDi. (12)

And the collection of resulted anomaly conditions compose
of the next state st+1. We are aware that normal users might
be misjudged as abnormal ones. Therefore, we introduce
the appeal mechanism for each misjudged normal user to
reclaim their nonanomalies. Specifically, for each pair of users
Useri and Userj, we evaluate the action difference using the
Mahalanobis distance M(UAi, UAj), i.e.,

M
(
UAi, UAj

) =
√( →

UAi −
→

UAj

)T


−1

( →
UAi −

→
UAj

)
. (13)

Accordingly, the overall action difference between the ith user
to the others, denoted by OADi, is calculated as OADi =∑

j �=i M(UAi, UAj). Then, the all OADi are sorted in the
ascending order. For the ith user, who claims the nonanomaly,
the position of the OADi should be higher than the median
of the OAD sequence. Obviously, such an appeal mechanism
helps to improve user anomaly detection accuracy. The training
process is executed similarly as that of DDPG-based RADC
anomaly detection. When the learning process converges, each
user is rated reasonably.

2) Universal User Anomaly Detection With Federated
Learning: Similar to universal RADC anomaly detection, the
GADC employs user anomaly detection models trained by
RADCs to build the universal one with the FL. In general,
the GADC generates a set of integration weights, based on
which all user anomaly detection models are integrated into a
universal one using the DRL algorithm DDPG within the FL
framework. To minimize both FAR and MDR in user anomaly
detection, we introduce the feedback mechanism for model
generalization.

Authorized licensed use limited to: Fujian Normal University. Downloaded on June 13,2024 at 10:37:27 UTC from IEEE Xplore.  Restrictions apply. 



WANG et al.: TOWARD ACCURATE ANOMALY DETECTION IN INDUSTRIAL INTERNET OF THINGS 7115

TABLE I
EXPERIMENT SETUP

To be specific, the participation condition of RADCs con-
sists of the state s, while the set of integration weights compose
of the action a. Note that the universal user anomaly detection
model design should mitigate the negative effect on detection
accuracy due to the differences among regional models. To
address this problem, we introduce the model-based feedback
mechanism, in which the ratio between the universal model-
based privacy leakage degree and the regional model-based
privacy leakage degree is considered, to design the reward
function. We then give the reward r as

r =
n′∑

i

PLDi

UPLDi
, (14)

where n′ denotes the number of normal RADCs and PLDi

and UPLDi denote the privacy leakage degree of the ith user
utilizing the regional model and the universal model, respec-
tively. Once the learning process converges, the universal user
anomaly detection model is built.

V. PERFORMANCE EVALUATION

A. Simulation Setup

We conduct the experiment to evaluate the performance of
the proposed scheme FLAD in Python on computers, each of
which is equipped with Intel Core i7 processor, 64 G run-
ning memory, CPU frequency 6.4 GHz 64-bit win7 system.
In addition, we use a computer to simulate the GADC. And
up to ten computers are deployed, each of which is used to
simulate an LADC and all regional ADC within. Table I gives
the parameters of this simulation.

B. Performance Metrics

We validate the performance of FLAD in terms of system
throughput, average latency, and anomaly detection accuracy
while considering different Num_RADC, Num_User, AR_U
and AR_R, respectively.

1) System Throughput: In general, a higher anomaly rate
of users or RADCs will result in a lower system
throughput.

2) Latency: Similar to the system throughput, the average
latency will increase if the anomaly rate grows.

3) Anomaly Detection Accuracy: Both FAR and MDR are
used to measure the anomaly detection accuracy.

C. Experiment Results

1) System Throughput: Fig. 3 gives the throughput of
RADC, LADC, and GADC with the varying number of users

Num_User and number of RADCs Num_RADC. As shown
in Fig. 3(a), it is evident that the throughput rises as the
Num_User. And the average throughput of RADC is about
106 tps, 102 tps, and 93 tps for ARU = 5%, ARU = 10%,
and ARU = 15%, respectively. That indicates the fact that a
lower ARU contributes to a higher RADC throughput. The rea-
son for that is once an user is detected as an abnormal one,
the isolation of this user will result in the throughput drop.
Once abnormal users are detected, the RADC throughput rises
with the increasing Num_User. This is why the highest RADC
throughput of ARU = 5% is almost twice as much as that of
ARU = 15%.

In Fig. 3(b), as the number of RADCs Num_RADC increases
the LADC throughput grows due to the fact that more RADCs
will contribute to more RADC anomaly detections of the
LADC. In addition, we observe that with less RADC anomaly
rate AR_R the LADC tends to achieve higher throughput. That
is, for ARR = 15%, ARR = 10%, and ARR = 5%, the aver-
age throughput of the LADC is about 93 tps, 107 tps, and
113 tps, respectively. Note that although abnormal RADCs
might misjudge users’ actions, the proposed FLAD can shut
down abnormal RADCs and let the users join other normal
RADCs. However, normal RADCs might not be able to take
in users from abnormal RADCs such that the LADC through-
put still drops. there is a chance that normal RADCs might
not be able to accept users from abnormal RADCs. Due to the
effectiveness and efficiency of the proposed FLAD the highest
LADC throughput reaches 125 tps.

Observed from Fig. 3(c), we know that as Num_User
increases the GADC throughput increases. We define differ-
ent combination of user anomaly rate and RADC anomaly
rate as different cases for clarity, i.e., case 1 for AR_U =
AR_R = 5%, case 2 for AR_U = AR_R = 10%, and case 3
for AR_U = AR_R = 15% throughout this article. The highest
GADC throughput is 138 tps, 160 tps, and 165 tps for case 1,
case 2, and case 3, respectively. This is because if there are
less abnormal users and RADCs, then the GADC will iso-
late less abnormal users and shut down less abnormal RADCs
such that the throughput still increases. Note that the proposed
FLAD can detect abnormal users and RADCs efficiently such
that the average GADC throughput is about 150 tps, 147 tps,
and 135 tps for case 1, case 2, and case 3, respectively.

2) Latency: In Fig. 4, the latency comparison, considering
both user anomaly rate AR_U and RADC anomaly rate AR_R,
is presented with the varying number of users Num_User and
number of RADCs Num_RADC. As shown in Fig. 4(a), we
find that the latency increases as the Num_User. And a higher
latency is resulted from a higher AR_U, i.e., the RADC latency
is about 10.5 s, 12.5 s, and 14.5 s, when AR_U reaches 5%,
10%, and 15%, respectively. This is because when more users
are involved, more users’ actions should be compared by the
RADC to distinguish abnormal ones. Therefore, the latency
increases. Besides, a higher AR_U suggests more abnormal
users should be detected such that the average latency rises.
Moreover, the average latency of RADC is only 7 s when the
AR_U reaches 15%.

Observed from Fig. 4(b), we find that the latency rises as
Num_RADC and the average latency is about 3.5 s, 5 s, and
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Fig. 3. System throughput while varying the number of users Num_User and the number of RADCs Num_RADC. (a) Throughput of RADC. (b) Throughput
of LADC. (c) Throughput of GADC.

Fig. 4. Average latency while varying while varying the number of users Num_User and the number of RADCs Num_RADC. (a) Latency of RADC.
(b) Latency of LADC. (c) Latency of GADC.

6.5 s for ARR = 5%, ARR = 10%, and ARR = 15%, respec-
tively. That indicates a higher ARR results in a higher LADC
average latency. The reason for that is when more RADCs
become abnormal, more RADC action comparisons should be
executed by the LADCs for the anomaly detection such that
the latency rises. With more abnormal RADCs shut down, the
average latency grows slowly. In addition, we observed that
the highest average latencies are only 4.2 s, 6.3 s, and 8.2 s
for ARR = 5%, ARR = 10%, and ARR = 15%, respectively.

As shown in Fig. 4(c), for all cases, the increment of
Num_User leads to the growth of GADC latency. Case 3
achieves the 17.8 s latency, which is highest one, compared
with 15 s of case 2 and 12.3 s of case 1. The reason for that
is as Num_User increases more abnormal users and RADCs
occur. That suggest more comparisons should be done between
users’ actions and between RADCs’ actions by the GADC.
Therefore, the GADC latency rises. Furthermore, even the
abnormal users are isolated, shutting down abnormal RADCs
definitely imposes the burdens on normal RADCs such that the
latency increases for both RADCs and the GADC. However,
even the latency rises as Num_User, the average latency for
each case is only 13.5 s, 11 s, and 9 s. That suggests the
proposed FLAD can efficiently detect abnormal users and
RADCs to preserve privacy.

3) Anomaly Detection Accuracy: Fig. 5 compares the
anomaly detection accuracy in FAR and MDR, consider-
ing both user anomaly rate AR_U and RADC anomaly rate
AR_R, while varying the number of users Num_User and
the number of RACDs Num_RADCs with/without the RADC
anomaly detection. As shown in Fig. 5(a)–(c), we find that

as Num_User increases both FAR and MDR increase at first
and level off eventually. Without the RADC anomaly detec-
tion (RADC_AD), the average FAR is around 22% of case 1,
26% of case 2, and 29% of case 3, respectively, compared
with 3% of case 1, 5% of case 2, and 6% of case 3 of the
average FAR with the RADC anomaly detection, respectively.
In addition, without the RADC anomaly detection, the aver-
age MDR reaches 13.5% of case 1, 14% of case 2, and 16%
of case 3, compared with 2% of case 1, 3% of case 2, and
6% of case 3 of the average MDR with the RADC anomaly
detection, respectively. That is, as Num_User increases, either
FAR or MDR is much lower with the RADC anomaly detec-
tion. The reason for that is abnormal RADCs tend to misjudge
users’ actions. And that also explains why a higher RADC
anomaly rate and a higher user anomaly rate will result in
higher FAR and MDR. Observed from Fig. 5(d)–(f), we find
that as Num_RADC increases both FAR and MDR fluctu-
ate. And without the RADC anomaly detection, the average
FAR is about 23% of case 1, 25% of case 2, and 26% of
case 3, respectively, compared with 5% of case 3, 3.5% of
case 2, and 5% of case 3 of the average FAR with the
RADC anomaly detection, respectively. In addition, without
the RADC anomaly detection, the average MDR reaches 12%
of case 1, 14% of case 2, and 14.5% of case 3, compared
with 2.5% of case 1, 3% of case 2, and 4% of case 3 of
the average MDR with the RADC anomaly detection, respec-
tively. That is, as Num_RADC increases, either FAR or MDR
is much lower with the RADC anomaly detection. Observed
from Fig. 5(c) and (d), we find that a higher RADC anomaly
rate and a higher user anomaly rate do not always result in
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Fig. 5. FAR and MDR while varying the number of users Num_Users and the number of RADCs Num_RADCs, considering both user anomaly rate AR_U and
RADC anomaly rate AR_R, with/without RADC anomaly detection. (a) AR_U = AR_R = 5%, 400 ≤ Num_User ≤ 750. (b) AR_U = AR_R = 10%, 400 ≤
Num_User ≤ 750. (c) AR_U = AR_R = 15%, 400 ≤ Num_User ≤ 750. (d) AR_U = AR_R = 5%, 30 ≤ Num_RADC ≤ 100. (e) AR_U = AR_R = 10%, 30 ≤
Num_RADC ≤ 100. (f) AR_U = AR_R = 15%, 30 ≤ Num_RADC ≤ 100.

higher FAR and MDR with the RADC anomaly detection. This
is because the proposed FLAD can accurate detect anomalies
of RADCs and users such that both FAR and MDR are greatly
reduced.

VI. CONCLUSION

To enhance privacy and security for various IIoT appli-
cations, we propose a federated DRL empowered anomaly
detection scheme for IIoT. Specifically, the anomaly detec-
tion is implemented utilizing the FL without aggregating local
data sets for user privacy preservation. To increase the detec-
tion accuracy, the degree of privacy leakage is quantified and
the relation between actions is discovered. Then, abnormal
users are accurately and efficiently detected using the feder-
ated DRL algorithm. The experiment results indicate that the
proposed scheme achieves the accurate anomaly detection for
user privacy preservation with high throughput and low latency
in IIoT.
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