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A Privacy-Enhanced Multiarea Task Allocation
Strategy for Healthcare 4.0
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Abstract—The continuous development of Healthcare 4.0
has brought great convenience to people. Through the In-
ternet of Things technology, doctors can analyze patients’
health data and make timely diagnosis. However, behind the
high efficiency, the mobile crowdsensing technology used
for data transmission still has the risk of leaking the privacy
of task and patient information. To this end, this article
proposes a privacy-enhanced multi-area task assignment
strategy, named PMTA. Specifically, we use deep differen-
tial privacy to add noise to patient data, and then put the
noise-added dataset into a deep Q-network for training,
combined with a spectral clustering algorithm, to obtain an
optimal classification strategy. Further, in order to address
the problem of data silos, we adopt federated learning to
jointly train the classification models of different hospitals
to obtain a global model and realize data sharing among
different hospitals. Finally, we use the optimal classification
of patients for task deployment on the blockchain, and limit
patients to only apply for tasks of the corresponding level
through the smart contract technology, so as to protect task
privacy. Experimental results show that our strategy can
not only effectively protect task and patient privacy, but also
achieve better system performance.

Index Terms—Blockchain, deep differential privacy,
federated learning, Healthcare 4.0, Internet of Things (IoT),
mobile crowdsensing.

I. INTRODUCTION

W ITH the rapid development and innovation of Industry
4.0 technologies, the entire world is transitioning to-

ward digital, fully automated, and cyber-physical systems [1].
Emerging technologies in Industry 4.0, including the Internet of
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Things (IoT), big data analysis, blockchain, cloud computing,
and artificial intelligence, have been implemented in various
other fields [2]. They have now been applied to the medical
and health sector, making revolutionary changes to the field,
and effectively promoting the emergence and development of
Healthcare 4.0 [3]. The IoT technology is one of the most
adopted technologies that promote the frontier development of
Healthcare 4.0. It brings many key benefits, including providing
efficient technical support for patients with chronic diseases, the
elderly, and patients who need long-term health monitoring [4],
[5]. The main purpose of the IoT technology in the field of digital
health is to provide each participant with highly personalized,
affordable, accessible, and timely Healthcare 4.0 services.

While the IoT technology brings high efficiency and conve-
nience to Healthcare 4.0, it also faces some challenges. Among
them, the mobile crowdsensing technology, as a commonly used
computing mode in the IoT, can collect relevant information of
participants scattered in various places [6]. In this process, it
is inevitable that both the data collector and the data provider
will face the problem of data privacy leakage [7]. Since there
has been tremendous work devoted to solving the problem of
privacy leakage of data providers, this article will focus more
on protecting the privacy information of tasks published by data
collectors [8]–[11]. This means that different hospitals cannot
directly exchange medical data through data sharing, even for
better treatment development. Thereby, the problem of data silos
arises [12]. The challenge mentioned previously is the problem
that need to be solved urgently in the field of Healthcare 4.0.

Based on the abovementioned challenges, this article pro-
poses an effective privacy-enhanced multi-area task assignment
strategy (PMTA) for Healthcare 4.0. The strategy mainly in-
cludes three important modules, namely data privacy protection
module, data provider classification module, and smart contract
design module. The first module provides privacy protection
for data providers (i.e., patients). In this module, in order to
prevent the sensitive personal information of data providers
from being recovered by malicious attackers, a deep differential
privacy protection method based on deep convolutional gener-
ative adversarial networks (DCGAN) [13] was proposed. The
second module provides privacy protection for task data of data
collectors (i.e., doctors). In this module, in order to protect the
privacy information in tasks published by data collectors, tasks
and data providers are classified by different machine learning
techniques [14]. The last module implements the publishing and
storage of data collection tasks. In this module, different levels of
data providers request deployed tasks from the blockchain [15].

1551-3203 © 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Fujian Normal University. Downloaded on June 11,2024 at 07:32:54 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0001-9793-8203
https://orcid.org/0000-0003-1716-1399
https://orcid.org/0000-0003-0801-8443
https://orcid.org/0000-0002-8063-776X
mailto:wangdin1982@fjnu.edu.cn
mailto:18875857995@163.com
mailto:linhui@fjnu.edu.cn
mailto:y.l.wu@exeter.ac.uk
mailto:xmfan@fjnu.edu.cn
https://doi.org/10.1109/TII.2022.3189439


WANG et al.: PRIVACY-ENHANCED MULTIAREA TASK ALLOCATION STRATEGY FOR HEALTHCARE 4.0 2741

We then summarize the main contributions of this article as
follows.

1) In order to protect the privacy of patients, i.e., to prevent
their sensitive information from being stolen or leaked
during data acquisition tasks, we propose a deep dif-
ferential privacy protection method based on DCGAN.
Specifically, a deep neural network is trained by adding
Gaussian noise to the gradients of the parameters to
provide differential privacy protection to patient data.
Then, these data are generated through the generative
adversarial mechanism of DCGAN to provide further
privacy protection for patient data.

2) In order to protect the privacy of the task, that is, to
prevent the patient from maliciously obtaining the privacy
information contained in the data collection task issued
by the doctor through collusion and other methods, we
propose a patient classification method based on deep
Q-learning, spectral clustering and federated learning.
Specifically, considering the correlation between the ba-
sic information of patients, deep Q-learning (DQN) com-
bined with the RatioCut algorithm in spectral clustering
is used to classify patients, and assign a level to each
patient according to the potential influence factor (PIF)
w.r.t. information dissemination. Finally, through feder-
ated learning, a global classification model is generated
for the areas where each hospital is located.

3) In order to protect task privacy and achieve efficient
task deployment, we design a smart contract to limit
patients’ application to carry out tasks. Specifically, tasks
are deployed on the blockchain, and in smart contracts,
we set that patients can only apply for tasks corresponding
to their individual levels, thereby greatly reducing the
possibility of collusion between patients.

4) Extensive experiments are conducted on a real-world
dataset MIMIC-IV. Experimental results and analysis
show that the proposed strategy PMTA can not only pre-
vent the patient’s privacy information from being leaked
or maliciously stolen, but also protect the privacy of task
data. In addition, the blockchain-based task deployment
system adopted by the strategy has excellent performance
in terms of throughput and latency.

The rest of this article is organized as follows. Related work
is presented in Section II. The system model is introduced in
Section III. The implementation details of the proposed strategy
PMTA is elaborated in Section IV. Experimental results and
analysis are given in Section V. Finally, Section VI concludes
this article.

II. RELATED WORK

Privacy and security issues in healthcare 4.0 have attracted
significant attentions, and many research works have been
proposed.

Elmisery et al. [16] enhanced user privacy by utilizing end-
user personal gateways as intermediate fog nodes between
IoT devices and cloud healthcare services. To protect the pa-
tient’s electronic health records, Hathaliya et al. [17] developed

a biometric-based authentication and key agreement scheme
against known and unknown attacks. Considering the security,
privacy, and interoperability problems of existing telesurgery
systems, Gupta et al. [18] combined the immutability and in-
teroperability of smart contracts, and proposed a blockchain-
based, safe and flawless, interoperable telesurgery framework.
Then, aiming at the problems of safety, reliability, delay, and
storage cost of existing drone systems, Gupta et al. [19] pro-
posed an outdoor medical supply mechanism based on the
Ethereum blockchain using drones. The mechanism provides
reliable communication between drones and entities, ensuring
the early delivery of needed medical supplies to critically ill
patients. In order to protect data security and privacy under
the condition that both the transmission medium (such as cloud
server) and the key are compromised, Qiu et al. [20] designed
a secure data storage by combining selective encryption al-
gorithms with fragmentation and dispersion. Gupta et al. [21]
addressed security and privacy issues through Ethereum smart
contracts, and published storage costs through the InterPlanetary
File System. In addition, they demonstrated a real-time smart
contract written in Solidity and deployed in the Truffle suite, and
tested for security vulnerabilities in the MyThril open-source
tool. To improve data accessibility among healthcare providers,
Tanwar et al. [22] developed an access control policy algorithm.
The algorithm used the concept of chain code to realize the
sharing of electronic medical records based on Hyperledger
by simulating the environment. Bhattacharya et al. [23] built
a blockchain-based deep learning-as-a-service framework for
sharing EHR records among multiple healthcare users.

These state-of-the-art strategies provided efficient and secure
solutions to the privacy issues in Healthcare 4.0. They used
various technologies to protect patient data, either on the user
side, or on the medical database side, or by controlling access
rights. Compared with these strategies, this article proposes an
effective PMTA strategy, named PMTA, for Healthcare 4.0,
which can protect the privacy of both patients and tasks.

III. SYSTEM MODEL

The PMTA system model proposed in this article is shown
in Fig. 1. To address the problem of data silos, we construct
a global model across different hospitals through federated
learning. Among them, data silos mean that each organization
has its own data, and the data between different organizations are
often stored and customized independently, so the data of each
organization are like an island, unable to connect and interact
with other data. Federated learning is essentially a distributed
machine learning technology, and its goal is to achieve global
modeling and improve model effects on the basis of ensuring
data privacy security and legal compliance [24]. Therefore, using
federated learning not only protects the privacy of patient data in
various hospitals, but also enables data sharing among different
hospitals. In this system model, we treat each hospital as an
independent area, data collectors usually refer to the doctors
in the hospital, and data providers refer to the patients who
participate in the data collection task.
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Fig. 1. System model of PMTA.

Specifically, in order to prevent the patient data from being
subjected to inference attacks and other attacks that can threaten
patient privacy during the model training process, the data of
patients participating in data collection are sent to the server
with noise addition. This process adopts DCGAN-based deep
differential privacy protection algorithm. After adding noise to
the patient data, an optimal classification strategy of the data
provider for each area is calculated by the deep reinforcement
learning technology [25], which is implemented using the DQN
algorithm [26]. After the training of the classification model of
data providers of each area is completed, these models are com-
bined to form a global model through the federated averaging
algorithm [27].

In order to prevent malicious data providers from stealing
the privacy in the tasks issued by doctors through collusion
attacks, data providers will be classified by the classification
server, and on this basis, tasks will also be classified. This is
because task classification can prevent malicious data providers
from obtaining complete information in tasks at one time,
thereby preventing direct leakage of task privacy. In contrast,
data provider classification is to prevent malicious data providers
from piecing together the complete task information through
collusion, thereby preventing indirect leakage of task privacy.

After completing the classification of tasks and data providers,
in order to ensure that data providers of different levels can only
select tasks of the corresponding level, data collectors publish
tasks in the blockchain and use the smart contract technology to
limit the task selection of data providers. The smart contract
designed on the basis of the classification of tasks and data
providers can effectively prevent malicious data providers from
stealing private information in tasks through collusion attacks.

Therefore, PMTA not only improves the privacy protection
of patient data through the deep differential privacy technology

Fig. 2. Flowchart of PMTA.

and federated learning technology, but also ensures that sensitive
information in the tasks issued by the hospital is not stolen
by implementing data provider and task classification on the
blockchain.

IV. IMPLEMENTATION OF THE PMTA

The proposed PMTA consists of three important modules,
which are as follows:

1) data privacy protection module,
2) data provider classification module, and
3) smart contract design module (see Fig. 2).

A. Data Privacy Protection

In order to prevent attackers from using GAN to restore the
data in the training dataset during the application of the deep
learning model, and to protect the sensitive information of data
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providers in the training dataset, we proposes a DCGAN-based
differential privacy protection method.

First, we explain why DCGAN is employed in data privacy
protection. GAN is mainly composed of a generator G and
a discriminator D. G and D are two sides of the game, the
generator G captures the distribution of the sample data, and the
discriminator is a binary classification, which is used to judge
whether the input result comes from the training data (rather than
the generated data). Therefore, in the GAN training process,
the goal of the generator G is to generate results close to the
original data to fool the discriminator D, and the goal of D is
to distinguish the results generated by G from the real data as
much as possible. Since G and D are difficult to balance, GAN
optimizes the following objective function:

min
G

max
D

V (D,G) = Ex∼Pdata(x)[log2 D(x)]

+ Ez∼Pz(z)[log2(1−D(G(z)))] (1)

where Pz is the input noise distribution of G, and Pdata is the
actual data distribution.

However, ifG andD are not well balanced,Gmay eventually
collapse to a saddle point. To avoid this shortcoming, Radford
et al. [13] proposed DCGAN. This method first uses batch
normalization to solve the initialization problem, then removes
the fully connected layer to improve the convergence speed,
and finally uses strided convolution and fractionally strided
convolution, instead of pooling layers, reducing spatial sam-
pling; then, the training process becomes stabilized. Thereby,
we adopt DCGAN combined with the deep differential privacy
mechanism to provide privacy protection for data providers.

1) Deep Differential Privacy Implementation: Providing dif-
ferential privacy protection to data providers can be achieved by
adding differential privacy noise to the process of minimizing
the parameter loss function of a deep learning model, i.e.,
feedforward neural network (FNN), using stochastic gradient
descent with the following steps.

1) Use the stochastic gradient descent algorithm to randomly
select a number of training samples S and calculate the
gradient of each sample, i.e., gt(xi)← ∇θtL(θt, xi).

2) Check whether gt(xi) is lower than the thresholdC; if not,
adjust gt(xi) by ḡt(xi)← gt(xi)/max(1, ‖gt(xi)‖2/C).

3) Add Gaussian noise to the gradient, i.e., ḡt(xi)←
1
S

∑
i=1 ḡt(xi) +N (0, σ2 C2I), and then update the pa-

rameters by θt+1 ← θt − ηḡt, where η represents the
learning rate.

The abovementioned steps are iteratively executed T rounds.
Abadi et al. [28] suggested that the training of the deep neural
network can be based on lot. Thereby, we first calculate the
gradient value of each batch. Then, we randomly select a group
of batches to form a lot, calculate its gradients, and add noise
to it, where each lot follows an independent distribution with
probability q = L/N andN denotes the size of the input dataset.
Finally, we calculate the average gradient of lot for parameter
update. Each iteration of the algorithm consists of N/L compu-
tations of lots.

2) Privacy Loss Calculation: Although the algorithm can
provide differential privacy protection for data, it still brings

privacy loss, and this value reflects the privacy protection effect
of the deep learning model. Therefore, we need to calculate
the privacy loss throughout the training process. The privacy
loss is defined as follows. For two adjacent datasets d, d′ ∈ D
and the mapping mechanism M , introducing an auxiliary input
variable aux and an output o ∈ R, the privacy loss of the mapping
mechanism M at the output o, denoted by c(o;M, aux, d, d′), is
defined as

c(o;M, aux, d, d′) � log
Pr[M(aux, d) = o]

Pr[M(aux, d′) = o]
. (2)

The training process usually requires the use of gradient de-
scent for many times, resulting in the accumulation of the privacy
budget. According to the composability of differential privacy,
the moments accountant method can be used to minimize the
privacy loss. Note that the parameters of each layer of the neural
network are closely related to the differential privacy mechanism
in each iteration, so for a given mapping mechanism M , the
privacy loss in the λth iteration, denoted by αM (λ; aux, d, d′),
is defined as

αM (λ; aux, d, d′)

� logEo∼M(aux,d)[exp(λc(o;M, aux, d, d′))]. (3)

Further, the privacy loss boundary value of the mapping mech-
anism M , denoted by αM (λ), is defined as

αM (λ) � max
aux,d,d′

αM (λ; aux, d, d′). (4)

It has been proved that αM (λ) satisfies the following proper-
ties: 1) Given a mechanism M consisting of a set of submecha-
nisms M1,M2, . . . ,Mk, satisfying Mi :

∏i−1
j=1 Rj ×D → Ri,

the privacy loss bound satisfies αM (λ) ≤
∑k

i=1 αMi
(λ); 2)

∀ε > 0, the mapping mechanism M is (ε, δ)-differentially
private if and only if δ = min exp(αM (λ)− λε) [28]. The
abovementioned two properties determine the privacy loss
of each iteration of the deep neural network algorithm and
the maximum number of iterations that can achieve the tol-
erance of data privacy violation. In particular, in the case
of adding Gaussian noise, let μ0 and μ1 be the probabil-
ity density functions of N(0, σ2) and N(1, σ2), respectively,
and μ be the mixture probability density function of these
two. That is, μ = (1− q)μ0 + qμ1. It can be deduced that
α(λ) = logmax(E1, E2), where E1 = Ez∼μ0 [(μ0(z)/μ(z))

λ],
E2 = Ez∼μ[(μ(z)/μ0(z))

λ], such that the privacy loss boundary
equals to q2λ(λ + 1)/(1− q)σ2 +O(q3/σ3). That suggests the
proposed DCGAN-based method is (ε, δ)-differentially private
for any δ and ε < c1q

2 T , if we choose

σ ≥ c2
q
√
T log(1/δ)

ε
(5)

where c1 and c2 are constants.
To sum up, in FNN training, the privacy budget of the deep net-

work is calculated, and Gaussian noise is added to the stochastic
gradient descent to minimize the overall privacy budget. Then,
based on the data feature processed by the differential privacy
empowered FNN, DCGAN is used to generate privacy protected
data (see Fig. 3).
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Fig. 3. The framework of data privacy protection based on DCGAN.

B. Data Provider Classification

1) Spectral Clustering-Based Data Provider Classification:
We implement the classification of each areal data provider
through a spectral clustering algorithm. To be specific, we treat
all data providers in the area as nodes of the network, so that we
can classify data providers according to their attributes. First, we
construct a network G of potential relationships for each area. In
G, each node represents a data provider in the area, while each
edge is associated with the similarity value fsim(., .) between the
end points of that edge, i.e., for edge vivj , we have

fsim (vi, vj) = e
−
‖ xi − xj ‖2

2σ2 . (6)

In order to ensure the balance between classes, that is, the
number of nodes in each class needs to be roughly the same,
so as to effectively avoid the impact of the large gap between
the number of data providers in different categories [29]. To
this end, we use the RatioCut algorithm to partition the graph G.
When the classification of data providers is completed, we define
the (PIF w.r.t. information dissemination of each data provider
vi, considering node degreeD(.), betweenness centralityBC(.),
and local clustering coefficient Lc(.) on vi, as

PIFi = D(v) + Lc(v) + BC(v). (7)

According to PIFi, each data provider vi is given an initial level
Li for task application, i.e., Li ∝ PIFi. That is, the larger the
PIF, the higher the level. However, with the execution of data
collection tasks, the level of each data provider will change
according to the degree of task completion and the degree of
task privacy leakage as well. This means that malicious data
providers are likely to be unable to apply for tasks due to their
low level.

2) DQN-Based Optimal Classification Mechanism: In
PMTA, we adopt a DQN-based method, which provides
the optimal classification for data providers. Different from
Q-learning, DQN uses deep neural networks instead of the
traditional Q-table, where these deep neural networks can be
represented by two action-value functions Q(.) and Q̂(.) with
parameters ω and ω−, respectively. Due to the nonuniformity
between high-dimensional state space and low-dimensional
action space, both neural networks only use the state as input
and the output is the Q-value of the action-value function about
each possible action.

Based on the classification results obtained from the previ-
ous decision, we take the largest proportion of malicious data
providers in each category as the current state sj , and set the
classification strategy as action aj , and execute action aj in state
sj will be rewarded rj . Since the classification of data providers
directly affects the execution of tasks, the reward should be
calculated w.r.t. the privacy protection degree of the task and
the task completion degree of the data provider. The reason for
that is as follows. We argue that nonmalicious data providers can
provide good privacy protection for each class, while malicious
data providers are highly likely to sabotage the task. Therefore,
the reward is given by

r = α

n∏

k=1

(1− Pk) + (1− α)

∑n
k=1 ck (1− Pk)

N
(8)

whereα and 1− α represent the proportion of privacy protection
degree and task completion degree in actual demands, respec-
tively, n represents the number of classifications, Pk denotes
the percentage of malicious data providers of the kth class, ck
represents the number of data providers of the kth class, and N
is the total number of data providers.

To get optimal classification, we train the deep neural network
using supervised learning with the target Q-value. Specifically,
we perform a gradient descent with respect to the parameter ω
according to the loss function (yj −Q(sj , aj ;ω))

2, where

yj = rj + γmaxa′Q̂(sj+1, a
′;ω−). (9)

At every T time steps, we update ω− by ω− = ω. Then, the
optimal data provider classification is obtained, when the DQN
algorithm converges.

3) Model Training Based on the Federated Average
Algorithm: Through the algorithm in the previous section, we
achieve the optimal classification of each areal data provider, and
then, we need to train these local submodels into a global model
to solve the problem of data silos, which will help doctors to
provide patients a more comprehensive diagnosis. Considering
that federated learning can complete the training of a global
model under the premise of ensuring data privacy [30], this
article uses the federated average algorithm to generate a global
DQN-based classification model. We assume that there are K
participants (i.e.,K areal data providers) joining in the federated
learning with totally n samples, where the number of samples of
the kth participant is denoted by nk. Then, the federated average
algorithm aggregates the parameters of each participant ωk by
weighted averaging to update the parameters of the global model
ω̃ in each training round t, i.e.,

ω̃t+1 =

K∑

t=1

nk

n
ωk
t+1 (10)

where ωk
t+1 is learned by the kth participant according to the

parameter of the global model ω̃t obtained in the previous round.
When the federated average algorithm converges, the global data
provider classification model is obtained.
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Fig. 4. Smart contract execution process diagram.

C. Smart Contract Design

After classifying data providers, data collectors classify rel-
evant tasks as needed, and these tasks will be deployed on
the blockchain. Similar to literature [31], we modify the block
header and add a level attribute to it to ensure that only tasks
of the same level can be stored in the block, and also limit the
permissions of data providers to apply for tasks in the block.

Specifically, in the task publishing process, data collector
inputs the corresponding task level as the attribute of the task, and
publishes it to the block of the corresponding level for storage.
Then, when data provider requests a task, the smart contract
matches its level with the level of the requested task. If the
match is successful, data provider can view the corresponding
task content; otherwise, the request is rejected. The specific task
request and access control process are shown in Fig. 4. As we
have analyzed before, classification of tasks and data providers
not only prevents data providers receiving tasks from obtaining
complete task information at one time, but also prevents them
from obtaining privacy information contained in tasks through
collusion attacks.

V. PERFORMANCE EVALUATION

A. Experiment Setup

We use Python to verify the performance of the proposed
PMTA on data provider classification on a computer with an Intel
Core i7 processor with a frequency of 1.50 GHz, 16G running
memory, and a 64-bit Windows 10 operating system. In addition,
we run Hyperledger Fabric 1.2 in Ubuntu system with VMware
Workstation 14 Pro, 4 GB RAM, two processors to evaluate the
performance of the blockchain in PMTA.

This experiment is conducted using a real-world dataset
MIMIC-IV.1 As a relational database, MIMIC-IV contains

1[Online]. Available: https://physionet.org/content/mimiciv/0.4/

Fig. 5. Training loss for three different areas.

comprehensive information, such as laboratory measurements,
medications used, recorded vital signs, and more for each patient
in hospitals at the tertiary academic medical center in Boston,
MA, USA. This database is designed to support a variety of
research in healthcare. In the experiments, we use the basic at-
tributes of patients for classification of patients (data providers),
asking patients to provide their treatment data to the doctors (data
collectors) as data collection tasks. At the same time, we assume
that there is a certain ratio of malicious patients who may provide
incomplete treatment and may leak sensitive information of the
task. The deep learning network model used in the experiment
is an FNN with a depth of 3, the nodes in the hidden layer are
1000, the activation function is ReLU, and a softmax classifier
with cross entropy.

In addition, we evaluate the performance of the proposed strat-
egy PMTA by metrics, such as training loss, training accuracy,
average blockchain latency, throughput, and CPU utilization.
Generally speaking, the performance of a strategy can be re-
flected by the number of training rounds required to improve
training accuracy and reduce training loss. At the same time,
low latency, low CPU usage, and high throughput imply the op-
timization provided by the strategy for blockchain performance.

B. Experimental Results

1) Training Results of DQN and Federated Learning: We
divided patient data into three different areas, i.e., Area 1, Area 2,
and Area 3, to verify the performance of PMTA in data provider
classification using DQN. Fig. 5 shows the loss value of the
model training in each area. From the observation of the figure,
we find that with the continuous increase in the number of train-
ing rounds, the corresponding loss value first drops rapidly and
then gradually stabilizes, getting closer to 0. Although there are
some differences among the data providers from three different
areas, the overall trend is basically the same. In addition, it is
clear that the algorithm is close to convergence around 400
rounds, this is because we use the RatioCut algorithm, which
can balance class division, and the DQN algorithm, which can
provide optimal classification, for data provider classification.
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Fig. 6. Global model training accuracy.

Fig. 7. Blockchain performance in average (a) CPU utilization,
(b) throughput, and (c) latency based on three different classification
scenarios.

We assigned patient data into three, five, and nine different
areas, respectively, to verify the performance of PMTA for data
provider classification using federated learning. Fig. 6 depicts
the training accuracy of the federated learning model. The three
curves in this figure represent different training cases. Observed
from this figure, it is obviously that no matter how many areas
are involved in the federated learning, training accuracy is

Fig. 8. Blockchain performance in average (a) CPU utilization,
(b) throughput, and (c) latency with different number of transactions,
when the number of classes equal to 3.

constantly rising with the increase in the number of training
rounds. Similar to Fig. 5, the global model constructed by feder-
ated averaging also stabilizes at around 400 rounds to converge,
this is because the federated average algorithm fully takes into
account the difference in the number of samples in each area to
accelerate the convergence of the algorithm.

The experimental results shown in Figs. 5 and 6 suggest that
the DQN-based classification mechanism of the proposed PMTA
can classify data providers from areas of different characteristics
efficiently and accurately within limited training rounds.

2) Performance Evaluation of Blockchain: In Fig. 7, we com-
pare the blockchain performance under different classification
scenarios in terms of average throughput, latency, and CPU
utilization. Specifically, these performance results are all test
results when the transaction number is set to 3000. As shown in
Fig. 7(b) and (c), it is clear that the throughput and latency of
the system increase significantly with the increase in the sending
rate, while the CPU utilization shown in Fig. 7(a) is relatively
stable, basically staying between 13% and 14%. Among them,
in Fig. 7(b), when the number of classifications equals 6 and
the sending rate increases to 350tps, system throughput reaches
the highest value, which is nearly 96tps. Moreover, in Fig. 7(c),
when the number of classifications equals 3 and the sending rate
reaches 100tps, system latency is as low as 11.06 s.
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Fig. 8 shows the comparison of blockchain performance in
terms of average throughput, latency, and CPU utilization with
three classes and different numbers of transactions. We use
tx2500, tx3000, and tx3500 to denote the number of transactions
to be 2500, 3000 and 3500, respectively. Fig. 8(a) shows the CPU
utilization for three transaction numbers. It is obvious that the
CPU utilization is relatively stable, always staying between 13%
and 14%. As shown in Fig. 8(b), when the number of transactions
equals 2500 and the sending rate increases to 400tps, system
throughput reaches the highest value of 100tps. As shown in
Fig. 8(c), the average latency goes up significantly with the
increase in the sending rate, i.e., the more the transactions, the
longer the latency.

The experimental results shown in Figs. 7 and 8 indicate that
the proposed PMTA, through data provider and task classifica-
tion based on DQN, spectral clustering and federated learning,
and the corresponding smart contract design, can efficiently and
securely process large-scale transactions. This suggests that the
PMTA can effectively solve the problems of patient privacy
leakage and data silos, thereby promoting the rapid development
of Healthcare 4.0.

VI. CONCLUSION

In this article, we proposed a PMTA for Healthcare 4.0 using
IoT, blockchain, and AI technologies. In PMTA, the mobile
crowdsensing technology in IoT was used to issue tasks and
receive data. In this process, in order to protect the sensitive
information of data providers from being leaked, the strategy
used deep differential privacy technology to add noise to the
provided data. In addition, in order to protect sensitive informa-
tion in tasks, we employed deep Q-networks combined with the
spectral clustering technique and federated learning technique
to train optimal classification strategies to classify tasks and
data providers. Finally, in order to achieve privacy protection
and improve task deployment efficiency, we combined data
provider classification and task classification with task storage
and publishing on the blockchain, and limited the choice of
data providers through the design of smart contracts on different
levels of tasks. Experimental results and performance analysis
clearly showed that our proposed strategy performs well in terms
of data privacy protection, task privacy protection, and system
performance.
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