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A B S T R A C T

Existing methods for trajectory prediction predominantly employ scene fusion to enhance model performance.
However, they fail to provide a rational explanation as to why the fusion of the scene context and trajectories
improves model performance, which prevents them from identifying the fundamental factors limiting model
performance. Hence, this paper introduces a Structured Causal Model for trajectory prediction based on
causal inference, which elucidates the genuine reasons for the performance enhancement brought about
by the scene context in trajectory prediction and analyzes the confounding path interference that curtails
model performance. Specifically, this paper first employs the front-door criterion to eliminate the confounders
during the feature extraction process, allowing the model to fairly incorporate the scene context into the
spatio-temporal state. Subsequently, a spatio-temporal causal graph is generated to further extract the causal
relationship of the trajectory in the current scene, serving as the spatio-temporal representation. Finally, the
technique of counterfactual representation inference extrapolates the spatio-temporal features of the historical
trajectory into future traffic scenes for trajectory prediction. The effectiveness and reliability of this proposed
end-to-end method has been experimentally validated on two real-world datasets in real traffic scenarios,
particularly in scenarios involving interactions between multiple agents.
. Introduction

In recent years, trajectory prediction has garnered widespread at-
ention in the domain of mobility analysis and applications. With the
apid advancement of mobile devices and sensor technology, trajectory
rediction aims to predict future mobility patterns based on historical
rajectory data. This technology finds extensive applications in various
ields such as traffic management, intelligent navigation, autonomous
riving, and logistics planning [1]. In particular, trajectory prediction
lays a crucial role in the field of autonomous driving, where it is
mployed to predict the future motion trajectories of vehicles and other
oving entities in the environment. This information is then utilized to
lan the driving route of the autonomous vehicle.

Due to the complexity and uncertainty of trajectory data, trajectory
rediction faces numerous challenges. Fortunately, there is a substan-
ial body of work in the field of vehicle trajectory prediction, and
ith the rich scene context provided by high definition (HD) maps for

∗ Corresponding authors.
E-mail addresses: linhui@fjnu.edu.cn (H. Lin), sahil.garg@ieee.org (S. Garg).

trajectory prediction, significant progress has been made in this area.
Previous approaches such as LaneGCN [2] and VectorNet [3], among
others [4], integrate the scene context into the feature extraction pro-
cess to enhance the model’s predictive performance. However, they do
not provide an explanation for the effectiveness of this fusion approach,
and we intuitively understand that the scene context and trajectory data
are related. This paper constructs a sound structural causal model from
the perspective of causal inference to explain this effect, and enhances
the accuracy of prediction by incorporating counterfactual reasoning.

We present the causal structure model of previous work as shown
in Fig. 1(a). The introduction of the scene context in this causal model
indeed achieves better performance than using only the trajectory data
𝑋𝑡. This model assumes that 𝐶𝑡 and 𝑋𝑡 are independent, but in reality,
there exist some causal relationships between 𝐶𝑡 and 𝑋𝑡. For instance,
similar trajectory sequences in different scene contexts may display
different trajectory features, as shown in Figs. 1(e) and 1(f). As we can
see, the same straight-line vehicle historical tracks presents different
vailable online 28 February 2024
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Fig. 1. Trajectory prediction from a perspective of causality. ((a) Structural causal model of previous work. (the 𝑋𝑡 represents trajectory data, 𝐶𝑡 denotes scene context features,
𝑆𝑡 signifies the spatial features of the trajectory, 𝑇𝑡 stands for the temporal features of the trajectory, and 𝐻𝑡 is the spatio-temporal trajectory feature after fusion.) (b) Structural
causal model of this work. (c) Causal intervention. (d) Counterfactual inference. (e) Features of trajectory in turning scenario. (f) Features of trajectory in straight scenario.)
trajectory features in different scene contexts. Specifically, as shown
in Fig. 1(e), in turning scenario (intersections, pedestrians, traffic lights,
and other uncertainty factors), the vehicle’s trajectory direction, 𝑋-
axis velocity, and 𝑌 -axis velocity all undergo significant changes at the
moment of turning. However, in another scenario, as shown in Fig. 1(f),
which differs from the above-mentioned scene context situations, the
various features of the trajectory tend to be more stable.

In fact, the scene context is also a factor that influences trajectory
features. The trajectory is constrained by its surrounding scene context.
For instance, scene contexts such as traffic lights, intersections, and
pedestrian crossings could lead to a decrease in speed, subsequently
affecting the length of the trajectory.

Hence, we propose a realistic and rational causal structure model
for trajectory prediction scenarios, as shown in Fig. 1(b). Due to the
existence of the backdoor path 𝑋𝑡 ← 𝐶𝑡 → 𝐻𝑡, there is a spurious
association between 𝑋𝑡 and 𝐻𝑡. This association can lead the model
to learn more general features of the 𝑋𝑡 distribution, neglecting the
influence of specific scene context (such as rare slopes, accidents, sur-
rounding vehicle behavior) 𝐶𝑡 on trajectory features 𝐻𝑡. Therefore, we
propose a causal intervention model, as shown in Fig. 1(c). Specifically,
we utilize the front-door criterion to sever the spurious connection
of the backdoor path, thereby obtaining a more accurate estimation
of the causal effect. The aforementioned approach only considers the
causal effect of historical scene context during the feature extraction
process. To enhance the predictive capacity of the model, we employ
counterfactual representation inference to incorporate future context
scenes into the trajectory decoding stage, as shown in Fig. 1(d). This
aids the model better understand the contextual information in the
scene, which in turn improves the accuracy of trajectory prediction.
Specifically, the contributions of this paper are as follows:

• This paper introduces causal inference into trajectory predic-
tion, applying the front-door criterion based on causal interven-
tion to eliminate confounding bias during the feature extrac-
tion process. This ensures that the model can more fairly fuse
the spatio-temporal features of trajectory data with each scene
context.
2

• This paper proposes a spatio-temporal causal graph of the trajec-
tory in the current scene, serving as the spatio-temporal represen-
tation. This representation is then utilized to predict the future
trajectory.

• We employ a counterfactual inference representation method to
extrapolate the features of the factual scene’s historical trajec-
tory to future scene contexts. This enhances the understanding
of future scene contexts and further improves the predictive
performance of the model.

• Experiments on two real-world datasets demonstrate that the
causal inference-based method exhibits excellent performance
and robustness.

The remainder of the paper is organized as follows: Section 2
introduces related work on trajectory prediction and causal inference.
In Section 3, we provide a task description of trajectory prediction from
the perspective of causal inference. In Section 4, we detail the proposed
spatio-temporal causal autoencoder model. In Section 5, we validate
the method proposed in this paper through experiments, and finally,
we conclude and discuss in the last Section 6.

2. Related works

2.1. Trajectory prediction

Trajectory prediction methods can be broadly divided into tradi-
tional trajectory prediction methods and data-driven trajectory predic-
tion methods. The former utilizes probabilistic and statistical models to
predict the probability of the target under different motion patterns [5,
6], or directly employs kinematic models for prediction [7]. The latter
used deep learning technologies to learn trajectory features and their
interactive behaviors from a large amount of existing trajectory data,
and then uses the learned model for prediction. From the simply using
of recurrent neural networks (RNN) to model trajectories [8,9] for
predicting future trajectories of vehicles on freeways. To later improve-
ments by Deo et al. [10] who used a convolutional social pool as
an upgraded version of the social pool layer on an LSTM encoder–
decoder model, robustly learning the interdependencies of trajectories.
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Table 1
Comparison of mainstream methods.

Literature VM RM SF TF Interpretability Interaction

VectorNet [3]
√

×
√

× ×
√

GANet [16]
√

×
√

× ×
√

QCNet [17]
√

×
√ √

×
√

GOHOME [18] ×
√ √

× ×
√

GoRela [28]
√

×
√ √

×
√

FRM [34]
√

×
√ √

×
√

The abbreviations mentioned above stand for Vector-maps(VM), Raster-maps(RM),
Spatial features(SF) and Temporal features(TF), respectively.

Others [11] increased the order of the Markov model and neural
network model to enhance the accuracy of trajectory prediction.

Early works also took into account scene context information. For
example, early trajectory prediction work used classic convolutional
neural networks to learn the scenes represented by multi-channel im-
ages [12–14]. However, due to the lossy nature, limited receptive
field, and high cost of this rasterization method, vector-based encoding
schemes were proposed [2,3,15]. Researchers proposed VectorNet [3]
to introduce vectorized maps into trajectory prediction, and a large
amount of work began to revolve around vector maps. Vector-based
methods can efficiently aggregate sparse information in traffic scenes
into trajectory features. On this basis, GANet [16] designed a fu-
sion technique to perception future interaction in a small range near
the endpoint. To avoid the redundancy of agent-centered modeling,
QCNet [17] proposed a query-centered global spatio-temporal repre-
sentation. After encoding history and local context, GOHOME [18]
decoded and output heatmaps, and Gilles et al. [19] proposed an
improved hierarchical heatmap processing to improve model perfor-
mance. Other methods leveraging pooling [10,20], graph convolu-
tion [2,14,21–23], and attention mechanisms [24–27] have achieved
great success. Among them, GoRela [28] proposed a method of pairwise
relative position encoding, and this viewpoint-invariant method makes
learning more efficient. Recently, several powerful trajectory prediction
models have adopted Transformers [29] with decomposed attention
as their encoders [26,30–32]. Under the powerful representation of
the transformers, HPTR [33] allows the method of pairwise position
representation to exhibit stronger performance, while FRM [34] pays
more attention to future vehicle interactions. Although these models
have improved the predictive ability of the model by integrating his-
torical scene context into trajectory data, they do not provide a formal
explanation. We compared the techniques used in mainstream methods,
as shown in Table 1. In contrast, our work explains that the reason for
doing so is to sever the spurious connections caused by scene context
on trajectory data and spatio-temporal features. Furthermore, we use
counterfactual inference to extend scene context to future trajectory
prediction, further improving the predictive effect of the model.

2.2. Causal inference

Causal inference is a statistical tool that enables models to infer
causal effects between variables of interest. It has been widely re-
searched and applied in fields such as statistics, psychology, economics,
sociology [35,36], computer vision [37,38], and robotics [39]. In recent
years, causal inference has also been applied to the study of many
computer-related problems [40,41]. We adopt the same graphical nota-
tion as proposed by Pearl in graphical models [42], and further extend
it to trajectory prediction tasks. We propose a custom causal graph
to explain the confounding factors affecting the model’s performance
in trajectory prediction, and use causal intervention and front-door
adjustment to evaluate the causal effects.
3

w

3. A causal inference look at trajectory prediction

3.1. Structural causal model

We have defined the structural causal model, as shown in Fig. 1(b).
In this model, 𝑋 represents the trajectory data from the dataset, 𝐶
represents external factors such as scene context, 𝑆 represents spa-
tial features of the trajectory, 𝑇 represents temporal features of the
trajectory, 𝐻 represents highly coupled spatio-temporal features of
the trajectory, and 𝑌 represents the model’s prediction results. The
subscript 𝑡 denotes the current moment. We base this on the assumption
that the temporal and spatial features of trajectories can be decoupled
from spatio-temporal data features, and they are integrated to form
a complete representation of spatio-temporal features of trajectories.
Almost all current work is based on this assumption, as the extrac-
tion of temporal and spatial features always employs different feature
extractors and is performed separately.

Typically, the trajectory prediction task is defined in the input
of 𝑋𝑡, 𝐶𝑡, predicting a future trajectory of a vehicle, which can be
represented as seeking 𝑃 (𝑌 |𝑋𝑡) =

∑

𝐻 𝑃 (𝑌 |𝐻)𝑃 (𝐻|𝑋𝑡). Here, 𝑃 (𝐻|𝑋𝑡)
epresents the process of the encoder extracting spatio-temporal causal
eatures, and 𝑃 (𝑌 |𝐻) represents the trajectory decoding process of
he decoder. Additionally, since we have introduced a counterfactual
epresentation inference process, the hidden features of the trajectory
re input into the decoder after going through the counterfactual
epresentation inference. Therefore, the complete trajectory prediction
ask can be represented as Eq. (1).

(𝑌 |𝑋𝑡, 𝐶𝑡+1) =
∑

𝐻
𝑃 (𝑌 |𝐻,𝐶𝑡+1)𝑃 (𝐻|𝑋𝑡). (1)

.2. Causal intervention

As can be seen from Fig. 1(c), due to the existence of the backdoor
ath 𝑋𝑡 ← 𝐶𝑡 → 𝐻𝑡, there is a spurious correlation between the
rajectory input data 𝑋𝑡 and the spatio-temporal features 𝐻𝑡, which
s not a causal relationship. (A backdoor path is a path that connects
𝑡 and 𝐻𝑡, with one end pointing to 𝑋𝑡 and the other pointing to
𝑡). This is because the scene context 𝐶 is a common cause of 𝑋𝑡

nd 𝐻𝑡, which may lead to 𝐻𝑡 learning more common features due
o the limitations of the dataset, ignoring the differences in scene
ontext, resulting in a biased 𝐻𝑡. For example, in the summer when the
emperature rises, ice cream sales increase, and at the same time, there
s an increase in drowning incidents. If do not consider the temperature
s a variable, we can easily draw a false conclusion that there is
positive correlation between ice cream consumption and drowning

ncidents. This spurious correlation prevents the model from learning
he true causal relationship 𝑋𝑡 → (𝑆𝑡, 𝑇𝑡) → 𝐻𝑡 → 𝑌 . However, the
cene context 𝐶 is a variable that cannot be exhausted, and we cannot
djust this backdoor path using backdoor adjustment because it does
ot meet the conditions of the backdoor criterion.

Fortunately, the existence of the path 𝐶𝑡 → 𝑋𝑡 → (𝑆𝑡, 𝑇𝑡) → 𝐻𝑡 ← 𝐶𝑡
llows us to cut off the aforementioned backdoor path. Therefore, we
ntroduce the front-door criterion to cut off this spurious connection,
llowing the model to learn the features of the trajectory more fairly.
imply put, we use the causal intervention operation on variable 𝑋
o make the process of the model extracting spatio-temporal features
epresented as 𝑃 (𝐻𝑡|𝑑𝑜(𝑋𝑡)). The specific can be described as Eq. (2).

(𝐻𝑡|𝑑𝑜(𝑋𝑡)) =
∑

𝑆𝑡 ,𝑇𝑡

𝑃 (𝑆𝑡, 𝑇𝑡|𝑑𝑜(𝑋𝑡))𝑃 (𝐻𝑡|𝑑𝑜(𝑆𝑡, 𝑇𝑡))

=
∑

𝑆𝑡 ,𝑇𝑡

∑

𝑋′
𝑡

𝑃 (𝐻𝑡|𝑆𝑡, 𝑇𝑡, 𝑋
′
𝑡 )𝑃 (𝑆𝑡, 𝑇𝑡|𝑋𝑡)𝑃 (𝑋′

𝑡 )
(2)

It is worth noting that even if we intervene on 𝑋, it does not affect
he response formula of the variable set (𝑆𝑡, 𝑇𝑡) to 𝑋: 𝑃 (𝑆𝑡, 𝑇𝑡|𝑑𝑜(𝑋𝑡)) =
(𝑆𝑡, 𝑇𝑡|𝑋𝑡). The 𝑃 (𝑋′) represents the intervention on X. For this part,

e use a feature enhancement network to fit the input trajectory
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Fig. 2. Feature fusion network.
distribution in Section 4.1. 𝑃 (𝑆𝑡, 𝑇𝑡|𝑋𝑡) represents the process of ex-
tracting spatio-temporal features from the input noisy data. For this
part, we embed the dynamic spatio-temporal causal relationship into
the causal graph in Section 4.2. 𝑃 (𝐻𝑡|𝑆𝑡, 𝑇𝑡, 𝑋′

𝑡 ) represents the genera-
tion of time-varying latent spatio-temporal state representations from
features in Section 4.3, which further describe the inherent spatio-
temporal patterns in the data. We propose a spatio-temporal causal
graph convolution network to extract spatio-temporal state status and
embed it into the GRU-cell to form a spatio-temporal structural causal
unit. The encoder and decoder are composed of such spatio-temporal
structural causal units.

4. Causal spatio-temporal autoencoder

4.1. Feature fusion network

To enhance the representation of trajectory features, as shown in
Fig. 2, we introduce a feature fusion network that incorporates scene
context features into the trajectory features.

The historical motion sequence of a self-driving vehicle can be
represented as 𝑇 𝑟𝑎𝑗ℎ𝑖𝑠 = 𝐽𝑇 , 𝐽𝑇−1,… , 𝐽1, where 𝐽𝑇 (𝑃 ,𝐻, 𝑉 , 𝑡𝑠) is a four-
tuple describing the location and condition of the self-driving vehicle.
𝑃 = {𝑥, 𝑦} denotes the vehicle’s position. 𝐻 represents the vehicle’s
heading at the moment. 𝑉 = {𝑉𝑋 , 𝑉𝑌 } indicates the instantaneous speed
along the X,Y axes. and 𝑡𝑠 is the timestamp describing the current
moment. We utilize the LSTM network to perform feature embedding
on the aforementioned vehicle trajectory sequence features, as shown
in Eq. (3), resulting in its feature embedding 𝐻𝐽 ∈ R𝑁×𝐷.

𝐻𝐽 = 𝐿𝑆𝑇𝑀(𝑇 𝑟𝑎𝑗ℎ𝑖𝑠) ∈ R𝑁×𝐷 (3)

In order to better predict the position of the trajectory in the lane,
we introduce semantic data 𝐶 from high-precision maps, such as lane
lines and intersections, as part of generating X. Specifically, we con-
struct four directed graphs 𝐺(𝑉 , 𝑠𝑢𝑐, 𝑝𝑟𝑒, 𝑙𝑒𝑓 𝑡, 𝑟𝑖𝑔ℎ𝑡), where 𝑣 represents
the center point of the lane line. the topological structure of the lane
line nodes is represented by four types of connecting relationships:
predecessors, successors, left neighbors, and right neighbors. Using the
lane graph convolution network (LaneGCN), the node information is
convoluted and aggregated. Due to the ambiguity and low order in
neighboring directions, the convolution operation is carried out just
once. Considering the continuity of the road on the predecessor and
successor nodes, to increase the receptive area in the track direction, we
introduced the concept of dilated convolution. The convolution process
is carried out 𝑘 times, which captures long-distance connections along
4

the direction of the lane. Therefore, the formula for extracting the
semantic info of the scene 𝐻𝐶 can be expressed as Eq. (4):

𝐻𝐶 = 𝐶𝑊0 +
∑

𝑖∈𝑙𝑒𝑓 𝑡,𝑟𝑖𝑔ℎ𝑡
𝐴𝑖𝐶𝑊𝑖 +

𝐾
∑

𝑘=1
(𝐴𝑘

𝑝𝑟𝑒𝐶𝑊𝑝𝑟𝑒,𝑘

+ 𝐴𝑘
𝑠𝑢𝑐𝐶𝑊𝑠𝑢𝑐,𝑘) ∈ R𝑀×𝐷, (4)

where 𝐶 is the feature of lane node. 𝐴𝑝𝑟𝑒 is the adjacency matrix
representing the 𝑝𝑟𝑒 type relationship. 𝐴𝑘

𝑖 is the matrix raised to the
power of 𝑘 representing the 𝑖-type. 𝑊 denotes the parameter that can
be trained. The variable 𝑘 indicates the order of dilated convolution.
Note that expansion only happens on predecessor and successor nodes.

For each moment’s trajectory feature of vehicle 𝑖 representation
ℎ𝐽𝑖 , we consider the node 𝑗 of the lane within a certain range, and
use the attention fusion method to integrate the scene context ℎ𝐶𝑗 into
the vehicle’s trajectory features as 𝑋′

𝑖 . To capture the rich interaction
between vehicles and lanes, we employed feature fusion by concate-
nating trajectory features, lane features, and the Euclidean distance
between them. This allows for the integration of information from both
trajectories and lanes. The specific fusion method can be expressed as
formula (5).

𝑋′
𝑖 = ℎ𝐽𝑖 𝑊0 +

∑

𝑗
𝜎(𝑐𝑜𝑛𝑐𝑎𝑡(ℎ𝐽𝑖 , 𝛥𝑖,𝑗 , ℎ

𝐶
𝑗 )𝑊1)𝑊2 ∈ R𝑁×𝐷, (5)

where 𝑊0,𝑊1,𝑊2 are trainable parameters, 𝛥𝑖,𝑗 is the Euclidean dis-
tance difference between nodes 𝑖 and 𝑗, and 𝜎 is the operation of
the non-linear activation function Relu. This fusion method of vehicle
features ℎ𝐽 and scene context features ℎ𝐶 is denoted as ℎ𝐽 ⨝ ℎ𝐶 .

4.2. Spatio-temporal causal interaction graph convolution

The dynamic causal relationship of the trajectory is complex. Ex-
isting methods focus on the spatial dependency relationship of nodes,
but pay insufficient attention to the temporal causal effect of nodes. To
better utilize the temporal features of the trajectory, we concatenate
the hidden feature 𝐻𝑡−1 ∈ R𝑁×𝐷 from the previous moment with
the feature 𝑋′

𝑡 ∈ R𝑁×𝐷 inputted at each moment, resulting in a new
feature representation that contains temporal causality. this feature is
then transformed into a spatio-temporal causality graph to represent
the spatio-temporal causal effects between nodes. Specifically, after this
concated feature is inputted, it is transformed to 𝐼𝑡 ∈ R𝑁×𝐷 through a
fully connected layer, as shown in Eq. (6).

𝐼𝑡 = 𝐹𝐶(𝑋′
𝑡 ∥ 𝐻𝑡−1) ∈ R𝑁×𝐷 (6)

We perform global average pooling on all features of each node,
represented as a scalar, which indicates the importance of this node.
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Fig. 3. Spatio-temporal causal graph convolutional network.
After performing this operation on all nodes, we obtain the importance
index sequence of this group of nodes. In this case, we employed the
SE(squeeze-and-excitation) network which involves a fully connected
layer and ReLU activation function for feature squeeze. Following this,
a fully connected layer and sigmoid function are applied to obtain gate
factors 𝛼 for excitation, with each value ranging between 0 and 1. The
calculation process is as follows:

𝛼 = 𝜎(𝐹𝐶(𝑅𝑒𝐿𝑈 (𝐹𝐶( 1
𝑑

𝐷
∑

𝑐=1
𝐼𝑡[∶, 𝑐])))) ∈ R𝑁 (7)

The gating factor 𝛼 and the feature 𝐼𝑡 are subjected to a Hadamard
element product to obtain the dynamic spatio-temporal causality rep-
resentation 𝐷𝑆𝑇𝑡 of this node at time t. The specific can be described
as formula (8).

𝐷𝑆𝑇𝑡 = 𝐼𝑡 ⊙ 𝛼 ∈ R𝑁×𝐷 (8)

Finally, the dynamic causal relationship is embedded into the dynamic
spatio-temporal causality graph through the self-attention mechanism
by Eq. (9).

𝐴𝑑𝑠𝑡
𝑡 = 𝑅𝑒𝐿𝑈 (𝜙(

𝐷𝑆𝑇𝑡𝐷𝑆𝑇 𝑇
𝑡

√

𝑑
)) ∈ R𝑁×𝑁 (9)

where 𝜙 is the tanh function. The above part of Fig. 3 illustrates the
aforementioned process.

The interaction relationship of a vehicle in the environment can
be represented by establishing a spatio-temporal interaction graph
𝐺𝑖𝑛𝑡(𝑉 ,𝐸,𝐴), where 𝑉 is a collection of vehicles, pedestrians, etc., each
agent is considered as a node. Edges 𝐸 represent the presence of in-
teraction between different agents. The adjacency matrix 𝐴 is obtained
using formula (10). The Euclidean distance between intelligent agents
at the current moment is calculated based on their coordinate locations.
If it is less than a 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, it is deemed that there is an interaction
relationship between agents. In practice, we set this threshold to 100.
For each subgraph, we believe that there is an interaction relationship
between all vehicles, hence a bidirectional fully connected graph is
5

constructed.

𝐴𝑖𝑛𝑡
𝑖,𝑗 =

⎧

⎪

⎨

⎪

⎩

exp(𝑑𝑖𝑠𝑖,𝑗 )
∑𝑁

𝑘=1 exp(𝑑𝑖𝑠𝑖,𝑘)
, 𝑑𝑖𝑠𝑖,𝑗 ⩽ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(10)

From this, we obtain the spatio-temporal causal feature graph of the
trajectory 𝐴𝐷𝑆𝑇 and the spatio-temporal interaction graph of the tra-
jectory 𝐴𝑖𝑛𝑡. In order to enable the model to effectively integrate causal
features and interaction features, we propose a new spatio-temporal
causal graph convolution network (STCGCN).

Specifically, at time t, the input feature 𝑋(0)
𝑡 can be represented as

Eq. (11):

𝑋(0)
𝑡 = (𝑋′ ∥ 𝐻𝑡−1) ∈ R𝑁×2𝐷, (11)

where 𝑋′ is the output of the feature enhancement network, and 𝐻𝑡−1
is the hidden feature passed from the previous moment to the cur-
rent moment. Therefore, the spatio-temporal causal interaction graph
convolution network is defined as Eq. (12):

𝑋(𝑙)
𝑡 = 𝜃0𝑋

(𝑙−1)
𝑡 + 𝜃1𝐴

𝑑𝑠𝑡𝑋(𝑙−1)
𝑡 + 𝜃2𝐴

𝑖𝑛𝑡𝑋(𝑙−1)
𝑡 ∈ R𝑁×2𝐷, (12)

where 𝑙 represents the layer. 𝜃0, 𝜃1, 𝜃2 are three weight coefficients that
are learnable parameters. Eq. (12) corresponds to the lower half of
Fig. 3.

In fact, this step corresponds to 𝑃 (𝑆𝑡, 𝑇𝑡|𝑋𝑡)
∑

𝑋′
𝑡
𝑃 (𝐻𝑡|𝑆𝑡, 𝑇𝑡, 𝑋′

𝑡 )
𝑃 (𝑋′

𝑡 ) in Eq. (1). To obtain all potential time-varying spatial features,
i.e., ∑𝑆𝑡 ,𝑇𝑡

∑

𝑋′
𝑡
𝑃 (𝐻𝑡|𝑆𝑡, 𝑇𝑡, 𝑋′

𝑡 )𝑃 (𝑆𝑡, 𝑇𝑡|𝑋𝑡)𝑃 (𝑋′
𝑡 ). Finally, we train a lin-

ear network to further extract features from the STCGCN output and
restore them to their original feature dimensions by Eq. (13).

�̃�𝑜𝑢𝑡
𝑡 = 𝑅𝑒𝐿𝑈 (

𝑙
∑

𝑘=0
𝑋(𝑘)

𝑡 𝑊 (𝑘) + 𝑏(𝑘)) ∈ R𝑁×𝐷. (13)

The above steps implement the process of extracting spatio-temporal
causal feature effects from trajectory data under the intervention of 𝑋
in formula (14). We denote the above process as

�̃�𝑜𝑢𝑡 = 𝜃 ⋆ (𝑋′ ∥ 𝐻 ). (14)
𝑡 𝐺 𝑡 𝑡−1
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Fig. 4. Spatio-temporal structural causal unit.
4.3. Spatio-temporal structural causal unit

To more clearly describe the operation logic of our model, we
abstract the model as a nested GRU network structure, which we call a
causal spatio-temporal autoencoder, as depicted in Fig. 4. We replaced
the ordinary convolution with spatio-temporal causal graph convolu-
tions to capture causal relationships in the spatio-temporal domain.
Each cell unit of the encoder describes the complete causal intervention
effect 𝑃 (𝐻𝑡|𝑑𝑜(𝑋𝑡)), where the feature enhancement network describes
𝑃 (𝑋′), and the spatio-temporal causal graph convolution describes the
∑

𝑆𝑡 ,𝑇𝑡
∑

𝑋′
𝑡
𝑃 (𝐻𝑡|𝑆𝑡, 𝑇𝑡, 𝑋′

𝑡 )𝑃 (𝑆𝑡, 𝑇𝑡|𝑋𝑡)𝑃 (𝑋′
𝑡 ) process.

Specifically, the calculation process of the spatio-temporal causal
unit (SCU) in the Causal Spatio-temporal Autoencoder is as Eq. (15):

𝑟𝑡 = 𝜎(𝜃𝑟 ⋆𝐺 (𝑋′
𝑡 ∥ 𝐻𝑡−1) + 𝑏𝑟)

𝑧𝑡 = 𝜎(𝜃𝑧 ⋆𝐺 (𝑋′
𝑡 ∥ 𝐻𝑡−1) + 𝑏𝑧)

ℎ̃𝑡 = 𝜎(𝜃ℎ ⋆𝐺 (𝑋′
𝑡 ∥ 𝑟𝑡 ⊙𝐻𝑡−1) + 𝑏ℎ)

𝐻𝑡 = 𝑧𝑡 ⊙𝐻𝑡−1 + (1 − 𝑧𝑡)⊙ ℎ̃𝑡

(15)

where ⊙ is the hadamard product, i.e., element-wise multiplication.
𝜃𝑟, 𝜃𝑧, 𝜃ℎ, 𝑏𝑟, 𝑏𝑧, 𝑏ℎ are all learnable parameters, ⋆𝐺 is the STCGCN
convolution process defined in the above formula. 𝐻𝑡 is the spatio-
temporal state of the structural causal unit (SCU) at time 𝑡. The core
framework of the spatiotemporal causal convolutional unit is similar to
that of a GRU network. Therefore, it also consists of three gate controls:
𝑟𝑡, 𝑧𝑡, and ℎ𝑡. Among them, ℎ𝑡 is the candidate for the current state, 𝑟𝑡
is the reset gate, and the element-wise product of ℎ𝑡 and 𝐻𝑡−1 yields
the history state that has not been reset. 𝑧𝑡 represents how much of the
historical state can be retained for the next time step.

Multiple structural causal units are stacked to form an encoder–
decoder structure. The main structure of both the encoder and decoder
is the structural causal units, so we do not provide a detailed de-
scription of the components of the decoder. The scene context and
the historical trajectory sequence are input into the encoder. The
spatio-temporal causal features extracted in the encoder are sent to
the counterfactual inference module to focus more on the trajectory
features that are more similar to the future scene, thereby further
enhancing the model’s understanding of the future scene context. Fi-
nally, the output of the counterfactual inference module is sent to the
decoder, and the future scene context is also sent to the decoder.
6

4.4. Counterfactual representation inference

In counterfactual reasoning, we assume a counterfactual scenario
where a causal relationship occurs, meaning the value of a dependent
variable has changed while keeping the values of other variables con-
stant. Then, by comparing the data from the counterfactual scenario
with the actual scenario, we can infer the possible outcomes of other
variables.

The trajectory data 𝑋𝑡 is generated under the scene 𝐶𝑡, and we can
extract the spatio-temporal causal features 𝐻𝑡 under this factual scene.
However, the current 𝐻𝑡 mostly contains the spatio-temporal features
under the factual scene 𝐶𝑡, and the spatio-temporal features may not be
the same for the future scene context 𝐶𝑡+1. Therefore, we need to use
the trajectory data 𝑋𝑡 under the factual scene to calculate the future
trajectory under the counterfactual scene 𝐶𝑡+1. Formally, we can obtain
by Eq. (16):

𝑃 (𝑌𝐶𝑡+1
|𝑋𝑡) =

∑

𝐻 ′
𝑡

𝑃 (𝑌𝐶𝑡+1
|𝑑𝑜(𝐻 ′

𝑡 ), 𝑑𝑜(𝐶𝑡+1), 𝑋𝑡)𝑃 (𝐻 ′
𝑡 |𝑋𝑡, 𝑑𝑜(𝐶𝑡+1))

=
∑

𝐻 ′
𝑡

𝑃 (𝐻 ′
𝑡 |𝑋𝑡, 𝐶𝑡+1)𝑃 (𝑌𝐶𝑡+1

|𝐻 ′
𝑡 , 𝐶𝑡+1)

(16)

where 𝑑𝑜(𝐶𝑡+1) indicates that this process is an artificially set counter-
factual scenario. 𝑃 (𝐻 ′

𝑡 |𝑋𝑡, 𝐶𝑡+1) represents the counterfactual inference
process, and 𝑃 (𝑌𝐶𝑡+1

|𝐻 ′
𝑡 , 𝐶𝑡+1) represents the prediction process based

on counterfactual representation.
In the counterfactual inference process, our goal is to make the

model pay more attention to the parts that are similar to the histor-
ical scene under the condition of future scene context, which would
help the model understand the spatio-temporal state under 𝐶𝑡+1. To
represent the degree of attention to this scene context, we introduce
scaled dot-product attention to compute the attention of historical and
future scene contexts, and use this attention to transform the historical
trajectory spatio-temporal features into the input of the decoder. The
implementation details are illustrated in Fig. 5.

Specifically, we use the self-attention mechanism to calculate the
similarity of the scene context on each road node, using the global scene
context 𝐶𝑔 corresponding to the current trajectory. In the counterfac-
tual inference process, we use this attention matrix to transform the
output of the encoder into the input of the decoder. The formula (17)
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Fig. 5. Counterfactual representation inference.
for the counterfactual representation inference module is:

𝑄 = 𝐶𝑔𝑊
𝑄 ∈ R𝑀×𝐷

𝐾 = 𝐶𝑔𝑊
𝐾 ∈ R𝑀×𝐷

𝑉 = 𝐻ℎ𝑖𝑠𝑊 𝑉 ∈ R𝑀×𝐷

(17)

where the dimension of the features of 𝐷, 𝑊 𝑄, 𝑊 𝐾 , and 𝑊 𝑉 are three
sets of trainable parameters. From this, we obtain the decoder’s input
𝐻𝑝𝑟𝑒𝑑 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑄𝐾𝑇

√

𝐷
) ⨝ 𝑉 . ⨝ is the attention aggregation method

mentioned as Eq. (5).
At this point, we have obtained the representation transformation

of the trajectory features on the scene context nodes, which is handed
over to the decoder to output the prediction results.

5. Experimental results and analysis

5.1. Experimental setup

5.1.1. Datasets
Argoverse is a large-scale multimodal sensor dataset provided by

Argo AI, aiming to drive autonomous driving and machine learn-
ing research. The trajectory prediction dataset focuses on predicting
the future movements of traffic participants in autonomous driving
scenarios.

Argoverse 1.1 motion forecasting [43]: This version of the dataset
contains about 324,557 trajectories during over 1000 h in Miami and
Pittsburgh. Each trajectory has a 2-s history and a 3-s future. The scenes
in the dataset cover a variety of traffic environments, such as city streets
and highways. Each scene contains trajectories of vehicles, pedestrians,
and other traffic participants. Each trajectory includes information such
as time, location, and speed. In addition, the dataset also includes map
data, such as lane and traffic signal information.

Argoverse 2 motion forecasting [44]: This version of the dataset
is an expansion and improvement on the 1.1 version. This version
contains about 250,000 scenes in six different cities, each scene lasts
up to 11 s, greatly increasing the quantity and diversity of the data.
Moreover, each scene has a dedicated map, and this version also adds
more tags and attributes for more in-depth analysis and research.

The main differences between the two versions lie in the amount
of data and the richness of labels. Argoverse 2 has far more data than
version 1.1, providing more diverse scenes and interactive behaviors,
which can support more complex prediction models and algorithms. In
addition, Argoverse 2 also provides more labels and attributes, which
can help researchers better understand the behavior and interaction
relationships of traffic participants.
7

5.1.2. Evaluation metrics
The evaluation of the experimental results in this paper uses basic

prediction parameters and evaluation metrics, considering the follow-
ing two situations: unimodal result (k = 1) and multi-modal result (k
= 6). In the process of reasoning, this study uses historical data of 2 s
and 5 s to predict the future motion trajectories of 3 s and 6 s for the
datasets argoverse 1 and argoverse 2, respectively. Common evaluation
metrics consist of miss rate (𝑀𝑅𝑘), minimum average displacement
error (𝑚𝑖𝑛𝐴𝐷𝐸𝑘), and minimum final displacement error (𝑚𝑖𝑛𝐹𝐷𝐸𝑘).

5.1.3. Implementation details
Our model undergoes end-to-end training using the AdamW opti-

mizer set at a learning rate of 0.0001, and a batch size of 4 scenes. The
training spans 70 epochs and is conducted on an NVDIA RTX 3090.
For our proposed causal spatio-temporal encoder–decoder, we stack
different numbers of encoder and decoder layers, depending on the
length of the input sequence and the output sequence. Specifically, we
define the sequence length processed by each encoder–decoder unit
as 1 s. For the Argoverse 1.1 dataset, we stack 2 layers of encoders
and 3 layers of decoders. For the Argoverse 2 dataset, the length of
the encoder is set to 5, and the number of stacked decoder layers is
6. During the training process, all hidden feature dimensions are set
to 128. When capturing the interaction range of vehicles, we define
the interaction ranges of vehicle-vehicle, vehicle-lane, and lane-lane
as 100 m, 10 m, and 10 m respectively. This is a parameter that is
adjusted manually and through experience. Finally, we output multi-
modal prediction trajectories through parallel multiple fully connected
layers.

5.2. Benchmark results

Table 2 shows the experimental multi-modal results of our model on
Argoverse1. The trajectory prediction method based on the perspective
of causal inference achieved competitive results. Due to the differences
in map scenes and duration between Argoverse1 and Argoverse2, there
will be differences in the evaluation metrics on the two datasets, but
this is fair for all methods. Our method outperforms most of the meth-
ods, which indicates that the method based on causal inference can
effectively remove confounding factors that affect the accuracy of the
model and improve the accuracy of model prediction. Compared to the
Argoverse2 dataset, the Argoverse1 dataset has relatively fewer scene
contexts and contains a significant amount of redundant information.
However, it can still provide substantial assistance during inference.

We compared our method with methods on the Argoverse1 and
Argoverse 2 motion prediction datasets. Since Argoverse 2 has more
complex scenes and a longer prediction range, it can better test the
model’s performance in long-term trajectory prediction. We conducted
experiments on Argoverse 2, the results are shown in Table 3. From
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Table 2
Argoverse1 test.

Method 𝑏 − 𝑚𝑖𝑛𝐹𝐷𝐸6 ↓ 𝑚𝑖𝑛𝐹𝐷𝐸6 𝑚𝑖𝑛𝐴𝐷𝐸6 𝑀𝑅6

Wayformer [31] 1.7408 1.1616 0.7676 0.1186
GANet [16] 1.7899 1.1605 0.8060 0.1179
Ours 1.7917 1.1975 0.8037 0.1068
multipath++[45] 1.7932 1.2144 0.7897 0.1324
TPCN [15] 1.7963 1.1675 0.7797 0.1163
HiVT [32] 1.8171 1.1460 0.7673 0.1221
DenseTNT [46] 1.9759 1.2815 0.8817 0.1258
GOHOME [18] 1.9834 1.4503 0.9425 0.1048
mmTransformer [25] 2.0328 1.3383 0.8436 0.1540
LaneRCNN [22] 2.1470 1.4526 0.9038 0.1232

the results, we observed that using module integration and predict-
ing multi-modal trajectories can increase the diversity of predictions,
thereby improving the performance of the brier-minFDE and miss rate
metrics. Although our model did not achieve SOTA performance, its
performance on the validation and test sets is already competitive. The
performance metric of our model, 𝑚𝑖𝑛𝐹𝐷𝐸6, has reached a level com-
parable with GoRela [28], HPTR [33], and SIMPL [47]. This reflects
the effectiveness and rationality of implementing causal inference in
trajectory prediction tasks.

5.3. Ablation experiment

To more effectively demonstrate the effectiveness of various mod-
ules in the model, we separately remove different model components
and structures, train with 30% of the training set, and test the perfor-
mance of the model on the validation set as shown in the Table 4. In
this table, 𝐹 represents the feature fusion network, 𝐷𝐺 represents the
ynamic causal graph, and 𝐶 represents the counterfactual reasoning
omponent.
Importance of Feature Enhancement Network: In the model, M1

emoves the Feature Fusion component of the feature enhancement
etwork, which means that the agent features are directly fed into
he autoencoder. Due to the lack of feature enhancement and relying
olely on trajectory features without fusing scene context features, the
odel performance is severely impaired, with the BrierMinFDE metric

eing 29% higher, which is quite substantial. This further confirms the
mportance of scene context for trajectory prediction.
Importance of Dynamic Spatio-Temporal Causal Graph: M2

liminates the process of constructing a dynamic spatio-temporal causal
raph, and graph convolution is only performed on the dynamic in-
eraction graph. The dynamic interaction graph only considers the
ositional relationship between vehicles at the current moment and
oes not utilize the temporal causality of the agent from the past to
he present. The loss of this part of the causal relationship resulted in
15% increase in the BrierMinFDE metric of the model performance.
Importance of Counterfactual Module: M3 removes the coun-

erfactual inference module of the model, and the embedded hidden
patio-temporal features are directly input into the decoder for trajec-
ory prediction. Compared to the first two modules, the counterfactual
odule has the least impact on the model, but the BrierMinFDE metric

s still 9% higher. This is because the model still considers the future
actual scene context in the decoding stage to improve the quality of
rajectory decoding. Finally, the result with the complete component
odules shows that the model’s performance is at its best.

.4. Qualitative results

We randomly selected a portion of scenes from the Argoverse 2
ataset to visualize the predictive performance of our model, as shown
n Fig. 6. In the figure, the pale blue lines represent the agent’s
istorical motion, the crimson lines indicate the ground truth, and the
ark teal lines represent the multi-modal predictions.
8

W

From Fig. 6(a), we can observe that the prediction scheme based on
ausal inference and counterfactuals provides more reasonable choices,
uch as turning right or executing, rather than going against the flow.
n Fig. 6(b), the trajectory display also provides more reasonable and
omplete possibilities. In Fig. 6(c), we show a scenario where the
odel might fail. Thanks to the application of the counterfactual in-

erence module, the model can effectively avoid abnormal trajectories,
ven though it still does not achieve the optimal result. However,
he predicted direction is still reasonable, which is encouraging to
s. The failure cases can be addressed by using the target area scene
ontext information to enhance the diversity of model predictions. This
erformance can be further improved in the future.

In addition, we performed trajectory prediction in open-world sce-
arios to evaluate the model’s performance in interacting with other
gents in multi-agent trajectory prediction. As shown in Fig. 7, it is
orth noting that we not only show the vehicle trajectories of the focus
gents, but also include the motion trajectories of other autonomous
ehicles, represented by orange lines in the figure. Specifically, we
lotted the motion trajectories of three different types of traffic par-
icipants: vehicles, pedestrians, and cyclist or motorcyclist. For each
ype of participant, we illustrated two qualitative results: one success
ase (top) and the other indicating shortcomings(bottom). In Fig. 7(a),
e can observe that the model can accurately predict the turning
ovements of vehicles in unique scenarios. In another scenario below

n Fig. 7(a), the model considers the interaction between vehicles.
espite most trajectories being relatively normal, there is still one with
substantial error. In Fig. 7(b), which predicts the trajectories of cyclist
r motorcyclist, trajectories that comply with the scenario and social
raffic rules can be accurately predicted. However, incorrect predictions
xist for behaviors such as crossing the road. This poses a challenge for
he model. Similarly, in Fig. 7(c), predicting the movement trajectories
f pedestrians, we also exhibit two situations, success and failure.
lthough the failed cases highlight the limitations of our model, it is
ncouraging that it is still reasonable. These situations can be further
ptimized by increasing the diversity of predictions and evaluating
heir probabilities.

In summary, we can observe that the vehicle trajectories predicted
y the model can take into account the interactions with other vehicles,
uch as reducing speed to avoid collision resulting in shorter trajectory
ength, and so on. What we aim to achieve is that in complex scenarios,
he model can effectively explore the interactions in the scene to predict
rajectories. From the visualized results, our model has demonstrated

good understanding of the scene context and dynamic interactions
etween vehicles, and provides multi-modal prediction results.

.5. Efficiency analysis

Most models are not open source, but HPTR [33] is. CrossAtt [4] is
ur previous work, which uses a cross-attention mechanism to enhance
he model’s perception of interactive behaviors and further strengthens
cene-context information through a gating mechanism. Additionally,
e manually implemented the baseline of Wayformer [31] for com-
arison. Thus, we compared the efficiency of our approach with the
ork mentioned above. The Fig. 8 shows the performance comparison
f these models.

In the left of Fig. 8, we compared the performance of different
odels when handling varying numbers of intelligent agents. Way-

ormer, based on the Transformer architecture, requires substantial
omputational resources during inference. On an NVIDIA RTX 3090,
t can handle a maximum of 48 agents before encountering a memory
verflow error. Our two methods and HPTR performed similarly, but
he approach proposed in this paper used fewer parameters and oc-
upied the least GPU memory during training. In the right of Fig. 8,
e demonstrated the BrierFDE performance of the four models when

rained with different sample sizes. Since we did not use the official

ayformer code, its performance was mediocre. We found that our
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Fig. 6. Qualitative results comparison. (The top results are derived from causal inference and counterfactuals. The below are achieved by eliminating the spatio-temporal causal
diagram.)

Fig. 7. Qualitative results of different agents. For each type of agent, we illustrated two qualitative results: one success case (top) and the other indicating shortcomings (bottom).

Fig. 8. Efficiency comparison. (Experiments were conducted on an Ubuntu host equipped with an NVIDIA RTX 3090 and Pytorch 2.0 to compare the GPU memory usage of
different models and their conver’gence speed under varying sample conditions.)
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Table 3
Argoverse2 test.

Method 𝑏 − 𝑚𝑖𝑛𝐹𝐷𝐸6 ↓ 𝑚𝑖𝑛𝐹𝐷𝐸6 𝑚𝑖𝑛𝐹𝐷𝐸1 𝑚𝑖𝑛𝐴𝐷𝐸6 𝑚𝑖𝑛𝐴𝐷𝐸1 𝑀𝑅6 𝑀𝑅1

GANet [16] 1.96 1.34 4.48 0.72 1.77 0.17 0.59
GoRela [28] 2.01 1.48 4.62 0.76 1.82 0.22 0.61
HPTR [33] 2.03 1.43 4.61 0.73 1.84 0.19 0.61
SIMPL [47] 2.05 1.43 5.50 0.72 2.03 0.19 0.65
Ours 2.07 1.46 4.81 0.74 1.91 0.19 0.67
THOMAS [19] 2.16 1.51 4.71 0.88 1.95 0.20 0.64
FRM [34] 2.47 1.81 5.93 0.89 2.37 0.29 0.71
CrosAtt [4] 3.58 2.72 12.44 1.18 4.58 0.41 0.92
CratPred [48] 3.68 2.82 13.30 1.21 4.93 0.42 0.93
A

A
N

R

Table 4
Ablation study on Argoverse2 (Validation set) training on 30% of training dataset.

Model F 𝐷𝐺 C 𝑏 − 𝑚𝑖𝑛𝐹𝐷𝐸6 𝑚𝑖𝑛𝐹𝐷𝐸6 𝑚𝑖𝑛𝐹𝐷𝐸1

𝑀1 × ✓ ✓ 3.06 1.86 4.02
𝑀2 ✓ × ✓ 2.73 1.61 3.23
𝑀3 ✓ ✓ × 2.59 1.35 2.98
Ours ✓ ✓ ✓ 2.37 1.14 2.69

method converged faster than the others, indicating that it has a faster
inference speed under the same conditions. We did not use all training
samples for testing due to the significant time cost of training. Both
experiments demonstrated that the method proposed in this paper has
lower memory consumption and faster inference capability, indicating
its advancement.

6. Conclusion

In this paper, we re-examine the task of trajectory prediction from
the perspective of causal inference, and provide a reasonable causal
graph for explanation. Through the methods of causal intervention
and counterfactual representation inference, we demonstrate efficient
information fusion of scene context and trajectory data. Specifically,
using the front-door criterion, we decompose the process of spatio-
temporal feature extraction into several sub-problems and propose
specific modules to solve these sub-problems individually. Importantly,
we embed the dynamic spatio-temporal causal effects in trajectories
into the causal graph to enhance the representation ability of the causal
autoencoder, and then use counterfactual representation inference to
improve the inferential performance of the model. Through experi-
ments and analysis on two real-world datasets, we demonstrate that
the suggested approach attains competitive performance.
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