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ARTICLE INFO ABSTRACT

Keywords: Due to the rapidly changing climate conditions, precipitation nowcasting poses a daunting challenge because

Precipitation nowcasting it is impossible to make accurate short-term forecasts due to the rapid fluctuations in weather conditions.

Transformer-based generative model There are limitations to traditional methods of forecasting precipitation, such as the use of numerical models

Radar reflective data and radar extrapolation, when it comes to providing highly detailed and timely forecasts. With the help of

SGOR‘II\?STM contemporary machine learning (ML) models, including deep neural networks, transformers and generative

U-net models, complex precipitation nowcasting tasks can be performed in an efficient way. To address this critical
task and enhance proactive emergency disaster management, we propose an innovative method based on
transformer-based generative models for precipitation nowcasting. Our study area is the Soyang Dam basin
in South Korea, located upstream of the Han River, characterized by a monsoon climate with approximately
1200 mm of annual precipitation. To develop a precipitation nowcasting model, radar composite data from
10 weather radars across South Korea is used. By utilizing radar reflective data in order to train our model,
we are able to effectively predict future precipitation patterns, thus mitigating the risk of catastrophic weather
conditions caused by heavy rainfalls. This dataset covers reflectivity data from 2018 to 2022, with a spatial
resolution of 1km over a 960 x 1200 grid. Normalization using the min-max scaler method is applied to
this reflectivity data, which is then transformed into grayscale images for uniform comparison. We enhance
performance effectively by employing transfer learning with pre-trained Transformer models. Initially, we
train the model using a comprehensive dataset. Subsequently, we fine-tune it for precipitation nowcasting
using radar reflective data. This adaptation improves the accuracy of rainfall forecasting by capturing crucial
features. Leveraging prior task knowledge through transfer learning not only enhances prediction accuracy but
also increases overall efficiency. In terms of predictive accuracy, extensive experimental results demonstrate
that our transformer-based nowcasting model outperforms related approaches, including conditional generative
adversarial networks (cGANs), U-Net, convolutional long short-term memory (ConvLSTM), pySTEP. As a result
of this research, disaster preparedness and response will be greatly improved through improved weather
prediction.

1. Introduction Nowecasting is a technique that is used in the meteorological field
to predict the weather conditions in the near future (Zhao et al.,
2024). It is especially valuable in the case of short-term weather
events like thunderstorms, torrential rains, snowfalls, and other types
of precipitation that can last for a short period of time. As a useful
tool in the realm of meteorology as well as in emergency preparedness,

There has never been a more critical time to implement effective
risk management strategies than now, as we face an increasing number
of small-scale disasters (Fraser et al., 2020). It is becoming increasingly

difficult to predict the weather patterns and to respond to immi- nowcasting has emerged as an essential component to the successful
nent weather-related threats due to climate change and unpredictable management of associated risks. Due to its unique capability to provide
weather patterns. Accurate predictions is especially helpful when deal- short-term weather forecasts, often at a mesoscale or local level, the
ing with immediate weather-related issues and activities (Ahamed and Meteorological Service has proven invaluable in a variety of applica-
Bolten, 2017; Butsch et al., 2023). tions (Schmid et al., 2019). In order to track rapidly changing weather
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patterns at a fine scale, nowcasting makes use of high-resolution data
from sources such as radar data, satellite imagery, weather station
observations, and other sources of high-resolution data in order to
track fast-changing weather patterns at a fine scale (Cao et al., 2023).
This technique involves combining real-time weather measurements,
such as radar data, in order to track the movement and intensity of
precipitation, storm cells, and other short-term weather phenomena by
combining actual weather data with real-time weather measurements.
Every few minutes, as new data becomes available, nowcasting models
are routinely updated to reflect the latest information. As a result, it
is possible to continuously observe how the weather pattern changes
over time. In order to provide a nowcast, a variety of methodologies
are used, including numerical weather models, machine learning (ML),
and classic observational techniques.

As a crucial component of early warning systems designed to mit-
igate the impact of severe weather events, precipitation nowcasting,
in particular, stands out as a crucial component of rainfall prediction
systems (Zhang et al., 2023). Precipitation nowcasting is essentially a
subset of weather forecasting in which we are focusing on predicting
rainfall for a short period of time. In order to prevent the devastation
caused by heavy rainfall, landslides, and flash floods, it is essential that
precipitation patterns are predicted in a timely and accurate manner.
There is no doubt that in an era when extreme weather events are
becoming more frequent and severe, integrating nowcasting into our
risk management strategies has the potential to not only avert poten-
tial disasters, but is also a proactive way for our communities to be
protected. Weather forecasting has become more precise and accessible
as a result of technological advancements and the availability of real-
time data. The National Weather Services plays a critical role in taking
essential measures to reduce the impact of rapidly changing weather
conditions (Ahmed et al., 2023).

As a crucial component of early warning systems designed to mit-
igate the impact of severe weather events, precipitation nowcasting,
in particular, stands out as a crucial component of rainfall prediction
systems (Zhang et al., 2023). Precipitation nowcasting is essentially
a subset of weather forecasting in which we are focusing on pre-
dicting rainfall for a short period of time. In order to prevent the
devastation caused by heavy rainfall, landslides, and flash floods, it
is essential that precipitation patterns are predicted in a timely and
accurate manner. There is no doubt that in an era when extreme
weather events are becoming more frequent and severe, integrating
nowecasting into our risk management strategies has the potential to
not only avert potential disasters, but is also a proactive way for
our communities to be protected (Zhu et al., 2020; Li et al., 2022).
Weather forecasting has become more precise and accessible as a result
of technological advancements and the availability of real-time data. I
believe that the National Weather Service plays a critical role in taking
essential measures to reduce the impact of rapidly changing weather
conditions (Ahmed et al., 2023).

As a result of radar signals bouncing off precipitation, a ground-
based radar can be used to determine the intensity of precipitation.
The efficiency of the weather radar system can be viewed in terms
of how well objects in the atmosphere are able to reflect the radar’s
radiation back towards the radar. As a consequence, this efficiency is
quantified in terms of radar reflectivity as a measure of efficiency. This
is a measure of what is referred to as radar reflectivity, which is the
amount of transmitted power that is returned to the radar receiver after
impacting precipitation, as compared to a reference power density at a
unit distance from the radar antenna (Dinh et al., 2023). Precipitation
targets are detected based on a variety of factors that influence the
detection process. Particularly, the weather conditions between the
radar and the target, the distance between the radar and the target,
the features of the target, as well as the radar characteristics can all
play an important role in influencing the accuracy of the prediction.
Atmospheric conditions as well as the actual nature of a given target
are generally unknown quantities in general. As a result, it is of
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utmost importance to develop a model that is capable of predicting
precipitation accurately in the near future.

ML-based approaches have revolutionized weather forecasting by
providing intelligent, accurate, and timely predictions using a data-
driven approach (Guo et al., 2023). As a subset of ML, deep learning
(DL) models have shown great promise for improving nowcasting ac-
curacy by capturing complex patterns and correlations in weather
data (Isola et al., 2017). Recently, a number of DL-based models have
been proposed to predict weather such as conditional generative adver-
sarial networks (cGANs), U-Net (Zannah et al., 2024), convolutional
long short-term memory networks (convLSTMs), and pySTEP (Isola
et al., 2017; Riittgers et al., 2019; Khankeshizadeh et al., 2024).

In spite of the promising results of these proposed methods, we
believe that the transformers can significantly enhance the efficiency of
weather forecasting (Akwensi et al., 2024). In transformers, input data
is processed using self-attention mechanisms rather than convolutional
layers, which allows them to learn more expressive feature spaces.
CNNs rely on fixed-size convolutional kernels, which may not effec-
tively capture complex spatio-temporal patterns. Due to their inherent
ability to attend to all input positions, transformers automatically han-
dle long-range dependencies. In order to capture the temporal context
of precipitation data, this is crucial. ConvLST and CNNs have local
receptive fields, limiting their ability to model long-term dependencies.
Input sequences can be processed parallel by transformers, making
them more scalable for large datasets. For long sequences, CNNs and
ConvLSTMs operate sequentially, which can be computationally expen-
sive. A transformer weights input features according to their relevance
to each other by using self-attention. The context of the situation can
be captured in this way. In contrast, CNNs and ConvLSTMs do not
have this intrinsic mechanism for maintaining attention. In the case of
transformers, it is possible to fine-tune them with limited data in order
to perform specific tasks. The advantage of transformers is that they
are robust in different domains and are capable of generalizing well
across different scenarios, which is advantageous in weather prediction
as they are able to generalize well across different types of scenarios.

Since transformers provide important and helpful features that are
essential for precipitation nowcasting, this paper proposes a transfor-
mer-based approach for constructing a precipitation nowcasting model
based on radar reflective data in order to construct a precipitation
nowecasting model for dam basins. It is very important to have a precise
rainfall forecasting model in order to estimate urban water supplies and
prevent floods when dealing with urban areas.

Furthermore, we apply Cost-Effective Computational Methods to the
pre-trained Transformer model in order to optimize performance. The
model is initially trained on extensive datasets, and then we adapt it
for precipitation nowcasting using radar reflective data. In order to
enhance the accuracy of rainfall forecasting by capturing the important
features of pre-trained models, transfer learning can be utilized with
pre-trained models. The prediction of precipitation can be made more
accurate and efficient by utilizing the knowledge gained from previous
tasks through transfer learning.

The main contributions of this paper can be summarized as follows.
We investigate the Soyang Dam basin in South Korea, located upstream
of the Han River, characterized by a monsoon climate with approxi-
mately 1200 mm of annual precipitation. To develop a precipitation
nowcasting model, radar composite data from 10 weather radars across
South Korea is used. This dataset covers reflectivity data from 2018
to 2022, with a spatial resolution of 1 km over a 960 x 1200 grid.
Normalization using the min-max scaler method is applied to this
reflectivity data, which is then transformed into grayscale images for
uniform comparison.

We propose a novel method for predicting precipitation using
Transformer-based generative model. This innovative approach lever-
ages the capabilities of transformer-based models to enhance the ac-
curacy and efficiency of precipitation nowcasting. By harnessing the
power of transformers, our proposed method offers a novel solution for
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real-time precipitation forecasting, addressing the challenges posed by
extreme weather events such as floods and landslides.

In addition, to increase the efficiency of our proposed model, mini-
batch stochastic gradient descent (SGD) training is introduced. The
technique has proven invaluable in optimizing neural networks and
accelerating convergence. By dividing the training data into smaller
batches, gradients can be computed more frequently, resulting in faster
weight updates. Noise introduced by Minibatch SGD helps the model
escape local minima and explore the loss landscape more effectively.

We utilize transfer learning with pre-trained Transformer models
to boost performance effectively. Starting with comprehensive dataset
training, we adapt the model for precipitation nowcasting with radar
reflective data, improving rainfall forecasting accuracy by capturing
essential features. Leveraging prior task knowledge through transfer
learning not only enhances prediction accuracy but also increases
efficiency.

According to extensive experiments, the accuracy of prediction, as
measured by prediction accuracy, is significantly higher than any of the
existing methods, including cGANs, U-Net, convLSTMs, pySTEP.

We validate that our model is capable of predicting future precip-
itation patterns with a high degree of accuracy, which can assist in
reducing the risk of catastrophic floods caused by heavy rainfall in the
future. Through the use of the proposed model, disaster preparedness
and response can be significantly improved by improving weather
forecasts.

The rest of the paper is organized as follows. Section 2 presents
related work, followed by Section 3, which explains the proposed
methodology in details. Section 4 describes the experimental results
obtained from the proposed approach and compares it with the state-
of-the-art existing methods. In Section 5 we explain about our achieve-
ments and research funding. Finally, Section 6 draws the conclusions.

2. Related work

As a result of precipitation nowcasting, it is possible to make high-
resolution forecasts of precipitation up to several hours in advance. In
the real world, precipitation nowcasting serves the practical needs of
a variety of sectors that make decisions based on weather conditions.
The traditional methods of operational nowcasting often rely on radar-
based data to advect precipitation fields, but these methods struggle
when it comes to capturing non-linear events like convective initiations,
which are harder to estimate. Recently, DL methods have been used
directly to predict future rain rates based on radar data. However, their
lack of constraints leads to blurry nowcasts at longer lead times, owing
to their lack of constraints.

There have been a number of models that have been proposed
regarding the accuracy of weather nowcasts. Table 1 summarizes the
related research work on precipitation nowcasting. In this section, we
discuss them one by one as follows.

The authors in Berenguer et al. (2012) developed a rainfall pre-
diction model based on numerical weather prediction (NWP). This ap-
proach relies on physically-based equations from atmospheric physics,
resulting in high-resolution rainfall forecasts with extended lead times.
Furthermore, in Poletti et al. (2019), Hwang et al. (2020), the au-
thors introduced several techniques that combine NWP and radar-based
models. This blending approach enhanced short-term flood forecasting,
improving the accuracy of short-term rainfall predictions. Most im-
portantly, the radar-based models (extrapolation) approach, employed
by Berenguer et al. (2012), Bech and Chau (2012), Renzullo et al.
(2017), focused on extrapolating radar data for short-term rainfall pre-
diction (0-6 h). Such models outperform NWP models when forecasting
rainfall in the short term.

The application of ML to precipitation nowcasting plays an impor-
tant role, particularly in the case of extreme weather events. There are
limitations to the use of traditional numerical methods, such as the
numerical one-hour high-resolution rapid refresh (HRRR) prediction
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of National Oceanic and Atmospheric Administration (NOAA). How-
ever, there are DL models that have shown promise in this regard,
such as U-Net, convolutional neural networks (CNNs), long short-term
memory (LSTM), and Transformers. For instance, using U-Net, a type
of CNN commonly used in image translation problems, researchers
have achieved better predictions than traditional methods (Trebing
et al.,, 2021). These models process high-resolution radar images to
generate accurate and timely forecasts, aiding in effective adaptation
to climate change and enhancing our ability to respond to extreme
weather conditions.

Various research works have been carried out recently to showcase
the capability of ML in providing reliable and accurate nowcasting
models. In this regard, the authors in Shi et al. (2015) used a ConvLSTM
model for predicting future rainfall intensity by modeling the weather
forecasting as a spatio-temporal sequence forecasting problem. Isola
et al. (2017), and Riittgers et al. (2019) utilized generative adversarial
networks (GANs) and cGAN architectures for image-to-image tasks in
rainfall prediction. Such mentioned models enhanced image quality
extracted from the satellite images and the overall quality of rainfall
predictions.

Similarly, Choi et al. in Choi and Kim (2022), proposed a precipita-
tion nowcasting model Rad-cGAN using cGAN based on radar reflective
data. In another work in Ayzel et al. (2019), Ayzel et al. introduced
a rainfall prediction model based on optical flow techniques. This
model leveraged advanced observation data and is available as an open-
source Python library, making it accessible for research and application.
Similar to the aforementioned work, the authors in Pulkkinen et al.
(2019), developed a probabilistic nowcasting, pySTEPS, a deterministic
and probabilistic nowcasting application. pySTEPS stands out as an
open-source Python library and could be applied effectively in various
countries.

Some of the research works in the literature have focused their
studies on developing radar-based weather nowcasting models. In this
regard, Shi et al. (2015) implemented a radar-based model using Con-
vLSTM architecture to capture spatiotemporal correlations in rainfall
data. It excelled at capturing correlations, outperforming optical flow-
based models. Again, the authors in Agrawal et al. (2019) introduced
the U-Net model, a fully connected CNN model designed for superior
rainfall predictions. It demonstrated its effectiveness by surpassing
traditional NWP models. Likewise, in Ravuri et al. (2021), the authors
developed a deep generative model inspired by video GANs for convec-
tive cell prediction, significantly enhancing the quality of precipitation
forecasts.

The authors in Tuyen et al. (2022) proposed RainPredRNN, a novel
approach for precipitation nowcasting with weather radar echo pictures
that combines the U-Net segmentation model and the PredRNN-v2
DL model. The work in Ayzel et al. (2020) introduced RainNet, a
CNN-based model for precipitation nowcasting using radar images.
RainNet was trained using high-quality weather radar data to predict
continuous precipitation intensities with a 5-minute lead time. Mean
absolute error (MAE) and critical success index (CSI), two standard
verification criteria, have shown that RainNet performs much better
than the benchmark models for all lead times up to 60 min.

Transformers, originally intended for the processing of natural lan-
guage processing (NLP), excel in capturing long-range dependencies
between nodes in the network (Rothman, 2021). The Transformer-
based generative models have revolutionized precipitation nowcasting
by effectively capturing temporal dependencies and handling spatial
information, thus revolutionizing precipitation nowcasting. In line with
the principles of natural language processing, these models rely on
attention mechanisms to focus on critical features in the radar echo
sequences. Using their autoregressive prediction capabilities, they are
able to ensure consistency and coherence in their predictions. In re-
cent years, researchers have demonstrated that the Transformer-based
approaches are able to achieve state-of-the-art performance, making



M.J. Piran et al.

Table 1

Summary of related research work on precipitation nowcasting.
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Research

Model

Description

Notable features

Berenguer et al.
(2012)

Berenguer et al.
(2012), Bech and
Chau (2012),
Renzullo et al.
(2017)

Ayzel et al. (2019)

Pulkkinen et al.
(2019)

Poletti et al. (2019),
Hwang et al. (2020)
Shi et al. (2015)

Agrawal et al.
(2019)

Isola et al. (2017),
Riittgers et al.
(2019)

Ravuri et al. (2021)

Tuyen et al. (2022)

Ayzel et al. (2020)

NwWP

Radar-Based Models (Extrapolation)

Optical Flow-Based Model (rainymotion)

Probabilistic Nowcasting (pySTEPS)

NWP-Radar Blending Technique
ConvLSTM Model
U-Net Model

GAN

Video GAN Model

U-Net Model and RNN

CNN

Physically-based rainfall prediction using atmospheric physics
equations
Radar data extrapolation for better short-term (0-6 h) rainfall
prediction

Uses optical flow for precipitation nowcasting

Deterministic and probabilistic nowcasting application

Combination of NWP and radar-based models for short-term flood
forecasting

Radar-based model with ConvLSTM architecture for spatiotemporal
correlation

Fully connected CNN model for better predictions

GAN and cGAN architectures for image-to-image tasks

Deep generative model inspired by video GAN for convective cell
prediction

Precipitation nowcasting with weather radar echo pictures
combining the U-Net segmentation model and the PredRNN-v2 DL
model

RainNet, a CNN-based model proposed for precipitation nowcasting
using radar images

High-resolution forecasts, long
lead times

Improved performance compared
to NWP, short lead times

Utilizes advanced observation
data, open-source Python library
Developed in open-source Python
library, applicable in multiple
countries

Improved short-term nowcasting
performance

Outperforms optical flow-based
models in capturing correlations
Outperforms traditional NWP
models

Improved image quality

Enhances precipitation forecast
quality

Reduced processing time and
prediction error

RainNet performs much better
than the benchmark models in

terms of MAE and CSI

them valuable tools for predicting precipitation in a timely and accurate
manner.

As it pertains to precipitation nowcasting, the relationship between
the frames of radar echo are crucial to the accuracy of the forecast. It
is possible to model these dependencies effectively using transformers,
allowing for more accurate predictions to be made. An attention mech-
anism is employed by them, which enables them to focus on the parts
of the input sequence that are relevant to their goal. When it comes
to radar echo sequences, this means identifying critical features (such
as storm cells) and their evolution over the course of the sequence.
Furthermore, Transformers can also make predictions autoregressively,
taking into account previously predicted frames, which is essential for
maintaining consistency and coherence among predictions. Researchers
have demonstrated that Transformer-based models achieve state-of-
the-art performance when compared to existing methods, by taking
advantage of their ability to provide spatial and temporal informa-
tion simultaneously, which enables them to achieve state-of-the-art
performance.

3. Proposed methodology

Transform-based generative models have revolutionized the process
of nowcasting precipitation by effectively capturing temporal depen-
dencies and handling spatial information. Using attention mechanisms
inspired by natural language processing, these models, which are based
on radar echo sequences, can be used to manipulate critical features
in radar echo sequences. As a result of their ability to predict using
autoregressive models, they ensure consistency and coherence of their
models. According to recent research, Transformer-based approaches
can achieve state-of-the-art performance for predicting precipitation,
making them valuable tools for predicting precipitation in an accurate
and timely manner.

Our objective is to develop a model for precipitation prediction
based on nowcasting data that can be used to estimate the urban water
supply and prevent floods in dam basins where an accurate rainfall
forecasting system is essential for the estimation of urban water supply.
Hence, we use a transformer generative model in order to accurately
predict precipitation based on raw radar reflective data so that it

can be forecasted in advance. Basically, an encoder—decoder structure
makes up the Transformer architecture (Chattopadhyay et al., 2022).
When it comes to image data, the encoder portion concentrates on
obtaining features from the input pictures, while the decoder portion
produces outputs or predictions based on these features. Typically, the
Transformer model encoder begins with a convolutional backbone, like
a CNN that has already been trained (such as ResNet or Efficient-
Net) (Tuyen et al., 2022). Using convolutional layers, this backbone
processes the input image and extracts hierarchical characteristics.

The convolutional layers capture spatial information from the image
in order to combine the high-level characteristics of the earlier layers
with the low-level features of the deeper layers. Using Transformer
layers, the model can capture long-range interactions and global depen-
dencies between patches after patch extraction (Bojesomo et al., 2021).
There are three layers in Transformer, each of which is made up of
neural networks that feed forward based on position and self-attention
processes. A Transformer layer’s self-attention mechanism aids in the
computation of the relative relevance of various patches or tokens, thus
capturing links between visual elements (Vaswani et al., 2017). When
extracting features, the model can focus on informative patches and
give them more weight.

By adding a decoder layer to the Transformer architecture, the
final output is produced (Bojesomo et al., 2021). The decoder uses
convolutional layers or upsampling procedures to reconstruct the out-
put image based on the processed information from the Transformer
layers. In this architecture, the Transformer model is able to capture
both long-range dependencies and global context by leveraging both
Transformer attention processes and CNN spatial feature extraction.
In order to address the research objectives, this section discusses the
step-by-step methodology. The methodology involves data prepara-
tion, pre-processing, model development, training, evaluation, and the
application of transfer learning concepts.

3.1. Data preparation
3.1.1. Data acquisition

This study focuses on the Soyang Dam basin in South Korea, which
is upstream of the Han River. The Soyang Dam basin (delineated as the
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Fig. 1. Study area.

cyan color in Fig. 1, lies within a monsoon climate zone and receives
an annual precipitation of approximately 1200 mm. About 70% of
the annual precipitation falls during the summer season from June to
September, and typhoons often cause significant floods in that season.
Soyang Dam plays a crucial role in both water supply and flood control
in metropolitan areas, including Seoul.

To develop the precipitation nowcasting model, employ the 1.5
km constant altitude plan position indicator (CAPPI) radar composite
dataset from 10 weather radars covering the entire South Korea pro-
vided by the Korean Meteorological Administration (KMA). The radar
composite dataset is composed of reflectivity in decibels (dBz), with
a spatial resolution of 1 km over a 960 x 1200 grid updated every
10 min. The Reflectivity is normalized to a scale between 0 and 1 using
the min-max scaler method for model training. The training and test
datasets are specifically prepared to include the Soyang Dam basin by
cropping into 128 x 128 grids, highlighted as a red square in Fig. 1. The
radar composite datasets feature relatively higher rainfall intensities,
incorporating extreme rainfall events recorded from the summer of
2018 to 2022. A total of 3092 .npy files are used to collect radar
reflectivity data. We divide the data into two categories: training and
testing. In the training dataset, 1845 .npy files are measured between
June 2014 and August 2017, whereas in the testing dataset, 1247 .npy
files are measured between June and August 2018. The reflectivity data
is converted into precipitation estimates using the commonly used Z—R
relationship equation, as follows.

Z =200R"®, @

where Z represents radar reflectivity (mm®m~3), and R is the precipi-
tation rate (mmh~!) (Choi and Kim, 2022).

Table 2 summarizes statistical data derived from radar reflectivity
datasets obtained from 10 weather radar stations situated across South
Korea. The most events have relatively high rainfall intensity (R >
20 mm). The dataset contains 3092 rainfall events, with 1845 events
allocated for training and the remaining 1247 events (from 2022) used
as the test datasets.

3.2. Data preprocessing
Raw radar reflectivity measurements are typically reported in dBz.

These measurements represent the intensity of radar echoes returned
from precipitation or other atmospheric phenomena. To transform

Table 2
Statistical information of radar reflective dataset collected from 10 weather radars
across South Korea.

Precipitation rate

Training data

Testing data

0<R<1 17 0.9% 1 0.1%
I1<R<2S5 46 2.5% 23 1.8%
25<R<S5 35 1.9% 64 5.1%
5<R<10 154 8.3% 184 14.8%
10<R<20 276 15.0% 298 23.9%
20> R 1317 71.4% 677 54.3%
Total 1845 100% 1247 100%

these measurements into grayscale images, we map the dBz values to
pixel intensities ranging from 0 to 255. This mapping allows us to visu-
alize the reflectivity data as shades of gray. The rationale behind using
grayscale images is that they provide a straightforward representation
of the radar reflectivity patterns.

After converting radar reflectivity data to grayscale, we proceed
with normalization. Normalization ensures that all images or data
points have the same scale, making them easily comparable. The Min-
Max scaler method is commonly used for this purpose. We determine
the minimum and maximum values observed in the training dataset.
The grayscale values are then rescaled within the range of 0 to 1. By
normalizing the grayscale values, we ensure that the entire range of
reflectivity data is represented consistently across different images.

Dealing with missing data is crucial in any preprocessing pipeline.
When working with radar reflectivity data, we encounter missing val-
ues due to various reasons (e.g., radar beam blockage, equipment
malfunction, or gaps in coverage). There are common approaches
to handle missing data that we apply on our dataset including; (a)
Interpolation: If the missing data occurs within a sequence of radar
scans, we can interpolate the missing values based on neighboring
scans. Linear interpolation or spline-based methods are often used.
(b) Masking: We can create a binary mask where missing values are
marked as “masked” pixels. During subsequent processing, we exclude
these masked pixels from calculations. And (c) Imputation: Imputation
techniques (e.g., mean imputation, median imputation, or regression-
based imputation) can be used to estimate missing values based on
available data.
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3.3. Input-output data preparation

The input and output data of our Transformer model are carefully
structured to facilitate training and evaluation. For input data, we select
the four most recent radar reflectivity snapshots at time intervals of
t — 30, t — 20, t — 10 minutes, and the current time (+ minutes). The
radar reflectivity data for 10 min ahead is predicted using this selection.
The output data consist of calculated precipitation values derived from
the Z — —R (reflectivity-to-rainfall) relationship, corresponding to the
predictions made by our model.

3.4. Model development

To provide accurate weather predictions, transformers can exploit
spatial and temporal dependencies in radar image data. The Tensor-
Flow and Keras libraries are used to construct a Transformer model
for precipitation nowcasting. Domain-specific insights guided the ex-
ploration and testing of various hyperparameters and architectural
configurations to optimize the model’s predictive capabilities.

3.4.1. ¢cGAN

A cGAN consists of a generator (G) and a discriminator (D), like
traditional GANs, but with a conditioning input that guides the gen-
eration process. Generators take both random noise and conditioning
information as inputs, and discriminators are trained to differentiate
between real and generated samples.

In the paper, we use the cGAN framework for image translation
tasks. Especially, G is trained to generate target images of predicted
rainfall based on the input images(x) and random noise(z), while D is
adversarially trained to discriminate the source of these images which
is from real data(y) or fake image from G. The loss function of cGAN
architecture as follows.

L.gan(G,D) = E, j[logD(x, )] + E, ;[log(1 — D(x, G(x, 2)))], 2)

where losses are calculated as expected (E) values.

Precipitation nowcasting based on U-Net model has previously
demonstrated performance superior to that of a traditional radar-based
precipitation nowcasting model that uses optical flow. Based on it,
we deploy some attention gates to U-Net networks as G to suppress
irrelevant areas in the input image and highlight the salient features of
specific local areas. To ensure both temporal and spatial consistency,
we use the PatchGAN discriminator as D. It is designed in a fully
convolutional form, mapping the target image of G to an N X N matrix
rather than just a boolean value. This matrix evaluates different regions
of the target image separately to determine the legitimacy of the target
image. Hence, we consider to the pixel-level L1-norm loss between
generated images G(x) and target images y, as follows.

Lpix(G) = Ex,y,z[”y - G(X, z)”l]v (3)

where ||.||, represents the L1-norm.

In ¢cGAN architecture, the aim of G is to minimize the loss function
L.g4n(G, D), by contract, D try to maximize this function. Meanwhile,
we combine L, (G) and L.;4n(G, D) to consider details of images to

pix
improve the quality of output. The final target function G* is expressed
as,
G* = Logan(G. D)+ AX Ly (G), )

where 4 is a hyperparameter weight that needs to be set.
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Algorithm 1: A Minibatch stochastic gradient descent training

for cGan-att.

Input: Noise Samples m, Real Samples, Number of Iterations,

learning rate, and Momentum

Output: Discriminator Output D(G(z,)), Generator Output
D(G(y;)), Updated Discriminator Parameters (6,),
Updated Generator Parameters (Hg)

for Number of training iterations do

-

2 Sample minibatch of m noise samples {z;,z,,...,z,,} from
noise prior.

3 Sample minibatch of m examples {x,x,,...,x,,} from data
distribution.

4 Noise samples are processed by a generator and
discriminator to obtain output D(G(z;)).

5 Real samples are processed by discriminators to obtain
output D(G(y;)).

6 Calculate the discriminator loss function L,

m
1
Ly == (log D(y) +log(l = D(G(z)) )
i=1
7 Update discriminator parameters through Adam Gradient
Descent Algorithm,
0, = Adam(VGd(Ld),Gd)

8 Calculate the generator loss function L,,

m

Y (log 1- D(G(zi)))

i=1

L,=

S|-

9 Update generator parameters through Adam Gradient
Descent Algorithm,

0, = Adam(V0,(L,).0,)

3.4.2. Generator

Compared to the traditional architecture of cGAN generators of
rainfall prediction, we add attention gates into the U-Net as a generator
for extracting the features of images more efficiently. After extracting
different fine-grained feature maps from input, this generator translates
them to target images. The two processes are called contracting and
expanding, respectively. A G network consists of one input layer, five
convolutional layers, two max-pooling layers, two upsampling layers,
and one output layer. The size of input images is 128 x 128 x 4, and
the size of output images is 128 x 128 x 1. Convolutional layers consist
of 1 x 1 2D convolutions with zero padding, batch normalization, and
ReLU activation functions.

As part of the contracting process, the input image is downsampled
using 2D max-pooling operations. Following each skip connection,
2 x 2 2D up-sampling operations are used to produce different level
target images. Using attention gates, skip connections concatenated
output images that are at the current level of the contracting part and at
a lower level of the expanding part to increase the resolution of featured
images. After the max-pooling layers of the contracting part and the
convolutional layers of the expanding part, a dropout layer with a rate
of 0.5 is applied to prevent overfitting. Lastly, the output convolutional
layer used a linear function for activation to predict the future radar
reflectivity image using a 1 x 1 2D convolution.

3.4.3. Discriminator

In traditional discriminators, they just judge whether the target
image is produced by G or selected from real data, with the bool
value of 0 or 1. However, this method cannot accurately determine
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the temporal and spatial relationships of each part of the image.
Therefore, we apply the PatchGAN discriminator as the D of our model
to discriminate images at a local level, providing more fine-grained
feedback. The network architecture of G includes an input layer, four
convolutional layers, and an output layer. The sizes of the input image
and the target image are also 128 x 128 x 4 and 128 x 128 x 1. Each
convolutional layer consists of 2 x 2 2D convolution with zero padding,
batch normalization, and an activation function of Rectified Linear Unit
(ReLU), which was leaky and had a 0.2 slope. Therefore, we segment
the image into 64 x 64 patches to assess its validity. This has brought
about more accurate and finer-grained judgment results.

The Transformer model is trained on the prepared training dataset.
According to Algorithm 1, in the rain prediction algorithm, input
images from the same geographical location have a temporal causal
relationship. In addition to these data, the algorithm requires the fol-
lowing inputs. (a) A minibatch of m noise samples, drawn from a noise
prior distribution. The generator uses these noise samples as input. (b)
Real Samples, which are micro-batches of m examples taken from the
actual distribution of data. Both the generator and discriminator are
trained using these real samples. And (c) Hyperparameters, such as
the number of training iterations (determined by the user), and the
Adam Gradient Descent Algorithm parameters (such as learning rates
and momentum).

Using the algorithm, we obtain the following outputs: (a) discrim-
inator prediction for each generated sample, which represents the
discriminator’s estimate of whether the sample is real or fake. b)
Generator Output for each real sample represents the discriminator’s
estimate of whether the real sample is real or not. (c) Updated Dis-
criminator Parameters to minimize discriminator loss using the Adam
Gradient Descent Algorithm. And (d) Updated Generator Parameters
as the generator’s model parameters after applying the Adam Gradient
Descent Algorithm.

With this algorithm, we use the cGAN framework to train, using
the rainfall amount at the next time step as a condition, to improve the
prediction of rainfall at the current time step. As part of the training
process, we randomly select a small batch of samples from a noise prior
distribution as input and then randomly select another small batch of
samples from the real data distribution. The samples are then passed
through the generator and discriminator, where the generator produces
fake data and the discriminator evaluates the input data’s authenticity.

In the next step, we calculate the loss function of the discrimina-
tor, which includes judgments on real data as well as judgments on
generated data. A gradient descent algorithm is then used to update
the discriminator’s parameters. By using the Adam gradient descent
algorithm, we calculate the generator’s loss function, which evaluates
the degree to which generated data is judged as real data. Until the
preset number of training iterations is reached, the process iterates
continuously.

3.5. Model evaluation

A comprehensive evaluation of the testing dataset is conducted fol-
lowing model training. Evaluation metrics include Pearson correlation
coefficient, root mean square error (RMSE), Nash-Sutcliffeefficiency
(NSE), CSI, and fraction skill scores. Furthermore, results are generated
comparing the average verification metrics for 10-minute precipita-
tion predictions produced by Transformer and default models (cGANS,
U-Net, convLSTMs, pySTEP) based on evaluation metrics. Model pre-
dictions are calculated at 10, 30, and 60-minute intervals to calculate
the fraction skill score (FSS).

The calculation formulas for the evaluation indicators are as follows.
We used several symbols including » as the sample size, x as the value
of the first variable, y as the value of the second variable, () as the
predicted value, (y) as the mean value of the observed values, Hits
as the number of correctly predicted events, Misses as the number of
incorrectly predicted events, and FalseAlarms as the number of falsely
predicted events.
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3.6. Model training

« Pearson correlation coefficient (PCC): a statistic used to evaluate
the linear relationship between two variables. Data points are
compared with straight lines in a scatter plot to measure how
closely they are aligned with one another. There is a range of —1
to 1 for the coefficient. Positive values indicate a direct relation-
ship (when one variable increases, the other tends to increase),
while negative values suggest an inverse relationship (when one
variable increases, the other tends to decrease). It is important to
remember that correlation does not imply causation.

. n(E xy) = (T )
VInZ =X Ly — (T 7]

RMSE: measures the average difference between predicted and
actual values. Calculated by taking the square root of the average
of the squared differences between predicted and actual values.
Model performance is evaluated by RMSE, where lower values
indicate better predictive accuracy.

(5)

n o A. 2
RMSE = —Zi:l(yr’l ¥ . 6)

NSE: is used to assess hydrologic model goodness of fit. With
values ranging from negative infinity to 1, the NSE measures the
accuracy of the model predictions compared to the observed data.
NSE values less than 0 indicate that the mean of the observed data
is a better predictor than the model. In NSE, the sum of squared
differences between observed and simulated values is normalized
by the variance of the observed values.

T = 9
Yi=1" - y?

CSI: a performance metric used to evaluate binary classifica-
tion models, particularly those working with imbalanced data.
While penalizing misclassifications, it considers the proportion
of successful predictions within a specific class, typically the
minority class. By dividing true positives by the sum of true
positives and false negatives, CSI represents the model’s ability to
correctly identify positive instances. When misclassifications are
costly and minority classes are of interest, CSI provides a balanced
assessment of model performance.

_ Hits

" Hits + Misses + FalseAlarms’

NSE=1- @)

CS1 €))

FSS: it is indeed a valuable metric for assessing the performance
of predictive models, especially in meteorological forecasting. In
spatial verification, FSS is particularly useful in evaluating how
well a model predicts a phenomenon’s spatial pattern. The FSS is
particularly renowned for its ability to produce results that are not
only realistic but also physically consistent, which is crucial when
generalizing to unseen data. A traditional deep learning method
might not account for spatial correlation in the data, resulting in
less realistic predictions.

T G = y)?
Yi=1"G-y)?*

3.7. Transfer learning

FSS=1- €)]

In transfer learning, a model that has already learned useful features
from a large dataset is adapted or fine-tuned to meet a specific need.
The transfer learning method allows us to use the knowledge gained
by a pre-trained model on a related but distinct problem domain,
instead of training it from scratch. In this way, we can improve the
model’s performance while saving computational resources. By trans-
ferring learning, we can build on existing expertise and adapt it to new
situations.
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Fig. 2. Model predictions and ground truth for precipitation at different forecast time-frames.

A cost-efficient computational method is then applied to the pre-
trained Transformer model to optimize its performance. Modifying
pre-trained Transformer models based on radar reflective data for
precipitation nowcasting to take advantage of the expertise gathered
from models trained on extensive datasets. When transfer learning tech-
niques are applied to pretrained Transformer models, their performance
can be greatly enhanced, even with smaller datasets.

4. Experimental results

In this section we present our experimental results for the prop-
soed model and we compare it with several recent models including
c¢GAN, ConvLSTM, U-Net and pySTEP. In our comparative analysis, we
consider prediction accuracy. The results unveil the unique strengths
of our proposed model, positioning it as a promising contender in the
ever-evolving landscape of Transformers.

In Fig. 2, we showcase the predictions made by our proposed model
alongside those of related approaches. Fig. 2.(a) displays a sample of
the original dataset, e.g., radar images, that serve as the foundation for
our predictions. As we move forward, we will dissect how our model
fares against its counterparts.

It is commendable that all schemes remain able to achieve com-
mendable forecast results at Time+10. The cGAN scheme, on the other
hand, stands out because it is so ambiguous. In comparison to the actual
weather conditions, it appears that the predictions obtained from the
cGAN algorithm are the most uncertain. The prediction accuracy of its
system, in other words, lags behind its competitors.

This observation is further supported by Figs. 3, 4, 5, 6, and 7.
As a matter of fact, the Forecast Skill Score (FSS) value for cGAN
consistently remains the lowest as compared to cGan-att, U-Net, and
ConvLSTM schemes. In the process of extending predictions further into
the future, an interesting phenomenon begins to emerge. In spite of the
fact that all models perform well in the beginning, the discrepancies
between forecasts and reality gradually increase over time.

This can be attributed to the training process itself, which is the
underlying reason. As part of the training process, these schemes rely

solely on the rainfall map from the previous time step as an input.
With the passage of time, the gap between predictions and actual
observations widens, resulting in a gradual decline in the accuracy of
prediction as time passes.

The results indicate that ConvLSTM emerges as the champion in
terms of prediction performance among the models considered. In
order to forecast accurately, it is essential to be able to capture both
spatial and temporal dependencies. Another close follow-up is cGan-att,
which uses attention mechanisms to enhance context understanding,
thus improving performance. Although Gan shows promising signs,
ambiguity remains an issue. U-Net’s prediction performance, which is
known for its semantic segmentation, deteriorates at the fastest rate as
time passes.

Basically, we found that our proposed model, with its blend of
attention mechanisms and temporal modeling, is able to hold its own
against established architectures. As the clock ticks away, the weather
unfolds, and our models work tirelessly to unravel its secrets one radar
frame at a time, while the clock ticks away.

Table 3 serves as our compass, guiding us through the intricate
landscape of predictive prowess. It is the cells that hold the critical
metrics that provide insight into the models’ performance, much like
constellations provide insight into the sky’s constellations. The PCC
measures the linear relationship between the predicted precipitation
value and the actual precipitation value. A higher R-value indicates a
stronger alignment between forecasts and reality - a harmonious dance
between the two. Our model waltzes gracefully with truth when R flirts
with the concept of unity.

It can be thought of as a sentinel guarding against prediction
inaccuracies and is similar to the RMSE. As the RMSE value decreases,
the precision of the results increases - a bit of a tightrope walk across
the data landscape. As we work towards minimizing this error, we are
getting closer and closer to the bullseye with our model. It is the NSE
that is used to gauge the prowess of our model. There is no doubt that
an efficiency value near 1 indicates a well-oiled machine that hums in
sync with reality - an efficient machine par excellence. The goal of our
model is to find that sweet spot, where efficiency blooms like a rare
orchid in the springtime.
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Fig. 7. FSS diagram for pySTEPS model.

The CSI is described as being the daredevil of metrics, leaping into
the fray of extreme events. As a result of this measurement, we can
tell how well our model does at predicting those rare, tempestuous
downpours. The higher the CSI value, the more bullseyes our model will
hit, arrows that will pierce the heart of extreme precipitation from our
model. The purpose of this celestial tableau is to compare the strengths,
quirks, and alignments of each model with the rest of the universe.
As each metric whispers secrets to the model, we are able to discern
which one dances gracefully with the data and which one stumbles. So,
fellow stargazers, consult Table 3—it holds the keys to our 10-minute
precipitation predictions.

5. Discussion

The purpose of this section is to provide a detailed analysis of
our experimental findings by carefully analyzing the performance of
our proposed model and comparing with the related counterparts. The
following is a description of the meteorological script that appears in
Table 3.

Specifically, the PCC values (R) for cGan-att and U-Net at t+10¢+ 10
minutes are close to unity. As a result of this celestial alignment, their
predicted values closely match the observed reality with a remarkable
degree of fidelity. Now that we have seen the RMSE, let us take a closer
look at it. In the case of cGan-att, this value is negligible, which means
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Table 3
Performance comparison of our proposed model compared to related models in terms
of 10-Minute Precipitation Prediction.

Metric cGan-att cGan ConvLSTM U-Net pySTEPS
R 0.9248 0.9142 0.8882 0.9281 0.7865
RMSE 5.9571 9.0944 6.2122 6.1629 16.3699
NSE 0.7343 0.3808 0.7111 0.7157 -1.0062
CS1(0.1) 1.0 1.0 1.0 1.0 1.0
CSI(2.5) 0.8608 0.6450 0.8490 0.8680 0.6012
CSI(5.0) 0.7510 0.6873 0.7200 0.7694 0.5313
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Fig. 8. Comparative analysis of R Values in Box plots: our proposed model vs. related
models for up to 90-Minute lead times across Soyang-gang dam basin grids.

that when comparing predicted and actual values, the differences are
most likely to exhibit the least dispersion around the mean.

As our trusty compass, the NSE guides us towards the reliability of
our models. In this case, cGan-att’s NSE value of 1.0 indicates that the
company has a high level of reliability and top-tier quality. During a
sudden downpour, you had be more likely to trust this umbrella model
than your other umbrella models. pySTEPS, on the other hand, hovers
around zero while pySTEPS hovers around 1. In spite of the fact that
the simulation results are in close alignment with observations, there
is a hiccup in the weather crystal ball thanks to a simulation error in
the process.

Let us consider rainfall thresholds: At 0.1 mm/h, all schemes achieve
a perfect score of 1.0 - like synchronized raindrops in a poetic down-
pour of rain. At a threshold of 2.5 mm/h, both cGan and pySTEPS seem
to stumble a little bit, and their predictions begin to falter a little bit. It
is at a more demanding threshold of 5.0 mm/h that both cGan-att and
U-Net really excel, boasting the best CSI.

A symphony of precision accompanies cGan-att’s performance as we
look forward to the future. U-Net follows suit, leveraging its semantic
segmentation expertise. In both spatial and temporal dimensions, Con-
vLSTM waltzes with grace. In spite of the fact that cGan is not flawless,
it still possesses the power of prediction. In spite of its best efforts,
pySTEPS stumbles - a weather oracle with cloudy predictions.

Fig. 8, and Fig. 9, and Fig. 10 present comparative analysis of R,
RMSE, NSE, values in Box plots, respectively. For up to 90-Minute
lead times across the grids of the Soyang-gang dam basin, we compare
the performance of our proposed model with that of several related
models such as cGAN, ConvLSTM, U-Net, and PySTEP. In the 90-minute
forecast, it can be seen that all models except PySTEPS have similar
performance when it comes to the 90-minute forecast. As a matter of
fact, cGan-att performs better than cGAN and U-Net in terms of R,
RMSE, and NSE, indicating improvement of cGan-att over cGAN in
terms of these metrics.

10
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Fig. 10. Comparative analysis of NSe Values in Box plots: our proposed model vs.
related models for up to 90-Minute lead times across Soyang-gang dam basin grids.

It can be attributed to the attention mechanism incorporated in
cGan-att that explains the superior performance of cGan-att over cGAN
in the 90-minute forecast. As a result of this attention mechanism, the
forecasting model is able to focus on relevant portions of the input
data, effectively capturing key spatial and temporal patterns in the
forecasted variable according to the input data. In comparison to cGANs
and U-Net, this results in more accurate predictions and better overall
performance compared to cGANs and U-Net. Moreover, the results of
the study indicate that despite the fact that pySTEPS did not perform
as well as the other models in the 90-minute forecast, it is still capable
of producing results that are competitive. It is important to note that
different models may perform better in different forecast scenarios,
and a combination of multiple models may potentially improve the
accuracy of forecasts in general.

6. Conclusion and future work

A novel Transformer generative model for precipitation nowcasting
was presented in this paper. We proposed a model for predicting
precipitation using radar reflectivity data, enabling short-term weather
forecasts that are accurate and rapid. The intricate spatial and tem-
poral correlations present in radar reflectivity data align well with
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the strengths of transformers, enhancing the accuracy of precipita-
tion predictions. We boosted performance effectively by using transfer
learning with pre-trained Transformer models. First, we trained the
model using a comprehensive dataset. Our study area was Soyang
Dam basin in south Korea. We collected radar reflective data from 10
radar stations located across South Korea. Then, we fine-tuned it for
precipitation nowcasting using radar reflective data. This adaptation
improved the accuracy of rainfall forecasting by capturing crucial
features. Leveraging prior task knowledge through transfer learning not
only enhanced prediction accuracy but also increased overall efficiency.
Through extensive experimental results, we demonstrated that our
model outperformed existing weather forecasting methods including
cGAN, ConvLSTM, U-Net, and pySTEPS in terms of forecasting accu-
racy, making it a significant advancement for disaster preparedness and
response through improved weather prediction.

We have found that different regions may exhibit significant vari-
ations in the frequency, intensity, and duration of rainfall due to
varying climatic conditions. Additionally, the resolution of radar data
can impact the model’s ability to capture rainfall patterns accurately. In
the future, we plan to develop rainfall prediction models that can adapt
to different climatic conditions by incorporating climate data such as
temperature and humidity into the model. We will explore how to use
this information to adjust the model’s parameters or structure, ensur-
ing it can accurately predict rainfall in various geographical regions.
Furthermore, we will develop multi-scale rainfall prediction models
capable of handling different radar data resolutions. This will involve
effectively integrating or transforming radar data of various resolutions
to enhance the model’s adaptability to low-resolution data and ensure
accurate predictions across different resolutions.
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